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Abstract:
Ongoing expansion of digital images requires new methods for sorting, browsing, and
searching through huge image databases. This is a domain of Content-Based Image
Retrieval (CBIR) systems, which are database search engines for images. A user typically
submit a query image or series of images and the CBIR system tries to find and to retrieve
the most similar images from the database. Optimally, the retrieved images should not
be sensitive to circumstances during their acquisition. Unfortunately, the appearance of
natural objects and materials is highly illumination and viewpoint dependent.

This work focuses on representation and retrieval of homogeneous images, called
textures, under the circumstances with variable illumination and texture rotation. We
propose a novel illumination invariant textural features based on Markovian modelling
of spatial texture relations. The texture is modelled by Causal Autoregressive Random
field (CAR) or Gaussian Markov Random Field (GMRF) models, which allow a very ef-
ficient estimation of its parameters, without the demanding Monte Carlo minimisation.
Subsequently, the estimated model parameters are transformed into the new illumination
invariants, which represent the texture. We derived that our textural representation is in-
variant to changes of illumination intensity and colour/spectrum, and also approximately
invariant to local intensity variation (e.g. cast shadows). On top of that, our experiments
showed that the proposed features are robust to illumination direction variations and
the image degradation with an additive Gaussian noise. The textural representation is
extended to be simultaneously illumination and rotation invariant.

The proposed features were tested in experiments on five different textural databases
(Outex, Bonn BTF, CUReT, ALOT, and KTH-TIPS2). The experiments, closely re-
sembling real-life conditions, confirmed that the proposed features are able to recognise
materials in variable illumination conditions and different viewpoint directions. The pro-
posed representation outperformed other state of the art textural representations (among
others opponent Gabor features, LBP, LBP-HF, and MR8-LINC) in the almost all ex-
periments. Our methods do not require any knowledge of acquisition conditions and the
recognition is possible even with a single training image per material, if substantial scale
variation or perspective projection is not included. The psychophysical experiments also
indicated that our methods for the evaluation of textural similarity are related to the
human perception of textures.

Four applications of our invariant features are presented. We developed a CBIR
system, which retrieves similar tiles. We integrated the invariants into a texture segmen-
tation algorithm. And feasible applications were demonstrated in optimisation of texture
compression parameters and recognition of glaucomatous tissue in retina images. We ex-
pect that the presented methods can improve the performance of existing CBIR systems
or they can be utilised in specialised CBIR systems focused on e.g. textural medical
images or tiles as in the presented system. Other applications include computer vision,
since the analysis of real scenes often requires a description of textures under various
light conditions.

Keywords: texture, color, illumination invariance, rotation invariance, Markov random
field, content based image retrieval





Abstrakt:
Rostoućı množstv́ı digitálńıch fotografíı vyžaduje nové metody tř́ıděńı, organizace a
vyhledáváńı. Toto je úkolem CBIR systémů, což jsou databázové systémy specializo-
vané na prohledáváńı rozsáhlých obrazových databáźı. Uživatel typicky zadá vstupńı
obrázek nebo sérii obrázk̊u a úkolem CBIR systému je nalézt v databázi obrázky co
nejv́ıce podobné. V ideálńım př́ıpadě by nalezené obrázky neměli záviset podmı́nkách,
ve kterých byly poř́ızeny. Bohužel vzhled mnoha objekt̊u a př́ırodńıch materiál̊u velmi
záviśı na světelných podmı́nkách a úhlu pohledu.

Tato práce se zaměřuje na reprezentaci a vyhledáváńı homogenńıch obraz̊u (textur)
a odolnost této reprezentace v̊uči změnám osvětleńı a otočeńı textury. Navrhujeme nové
světelně invariantńı texturńı př́ıznaky, která jsou založené na Markovovském modelováńı
prostorových vztah̊u v textuře. Textura je modelována kauzálńım autoregresńım mod-
elem (CAR) nebo Gaussovsko-Markovovským modelem náhodného pole (GMRF), které
umožňuj́ı velmi efektivńı odhad svých parametr̊u, bez použit́ı časově náročné Monte
Carlo minimalizace. Odhadnuté parametry jsou následně transformovány do světelných
invariant̊u, které reprezentuj́ı texturu. Odvodili jsme, že tato texturńı reprezentace je
invariantńı ke změně intensity a barvy/spektra osvětleńı a je také téměř invariantńı
k lokálńım změnám intensity (např. vržené st́ıny). Provedené experimenty nav́ıc ukázaly,
že navrhované texturńı př́ıznaky jsou robustńı ke změnám směru osvětleńı a degradaci
obrázk̊u Gaussovským šumem. Navrženou texturńı reprezentaci jsme rozš́ı̌rili, aby byla
zároveň světelně i rotačně invariantńı.

Navrhované texturńı př́ıznaky byly otestovány na pěti r̊uzných texturńıch databáźıch
(Outex, Bonn BTF, CUReT, ALOT a KTH-TIPS2). Provedené experimenty, odpov́ıdaj́ı-
ćı reálným podmı́nkám, potvrdily, že představené texturńı př́ıznaky jsou schopné rozpoz-
nat př́ırodńı materiály za r̊uzných světelných podmı́nek a při r̊uzném směru pohledu.
Výsledky navržené reprezentace překonaly nejlepš́ı alternativńı texturńı reprezentace
jako oponentńı Gaborovy př́ıznaky, LBP, LBP-HF a MR8-LINC v téměř všech experi-
mentech. Naše metody pracuj́ı bez znalosti podmı́nek při poř́ızeńı sńımku a rozpoznává-
ńı je možné i s jediným trénovaćım obrázkem pro každý materiál, pokud neńı obsažena
výrazná změna měř́ıtka nebo perspektivńı projekce. Psychovizuálńı experimenty také
naznačuj́ı, že naše metody pro posuzováńı texturńı podobnosti odpov́ıdaj́ı lidskému
vńımáńı textur.

Navržené př́ıznaky byly využity při konstrukci systému pro vyhledávańı podobných
obklad̊u a začleněny do algoritmu pro segmentaci textur. Také jsme ukázali možné ap-
likace pro optimalizaci parametr̊u při kompresi textur a rozpoznáváńı glaukomické tkáně
na sńımćıch śıtnice. Prezentované metody mohou být využity pro zlepšeńı funkčnosti
stávaj́ıćıch CBIR systémů nebo pro konstrukci specializovaných systémů zaměřených
např. na texturńı medićınské sńımky nebo na obklady jako v prezentovaném systému.
Daľśı možnosti aplikaćı se nacháźı v poč́ıtačovém viděńı, protože analýza reálných scén
často vyžaduje popis textur při měńıćıch se světelných podmı́nkách.

Kĺıčová slova: textura, barva, světelná invariance, rotačńı invariance, Markovovo náhod-
né pole, prohledáváńı obrazových databáźı
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Chapter 1

Introduction

1.1 Motivation

Ongoing expansion of digital images requires improved methods for sorting, browsing,
and searching through ever-growing image databases. Such databases are used by various
professionals including doctors searching for similar clinical cases, editors looking for
illustration images and almost everyone needs to organise their personal photos. Other
applications comprise accessing video archives by means of similar keyframes, detection
of unauthorised image use, or cultural heritage applications. Former approaches to the
image indexation were based on text descriptions and suffered not only from laborious
and expensive creation but also imprecise description. Textual descriptions are influenced
by personal background and expected utilisation, which is difficult or even impossible
to predict. Moreover, there are some properties that can be hardly described in text as
the atmosphere of Edvard Munch’s The Scream.

Content-Based Image Retrieval (CBIR) systems are search engines for image data-
bases, which index images according to their content. A typical task solved by CBIR
systems is that a user submits a query image or series of images and the system is required
to retrieve images from the database as similar as possible. Another task is a support for
browsing through large image databases, where the images are supposed to be grouped
or organised in accordance with similar properties. Although the image retrieval has been
an active research area for many years (see surveys Smeulders et al. (2000) and Datta
et al. (2008)) this difficult problem is still far from being solved. There are two main
reasons, the first is so called semantic gap, which is the difference between information
that can be extracted from the visual data and the interpretation that the same data
have for a user in a given situation. The other reason is called sensory gap, which is
the difference between a real object and its computational representation derived from
sensors, which measurements are significantly influenced by the acquisition conditions.

The semantic gap is usually approached by learning of concepts or ontologies and
subsequent attempts to recognise them. A system can also learn from the interaction
with a user or try to employ combination of multimedia information. However, these
topics are beyond the scope of this work and we refer to reviews Smeulders et al. (2000)
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Chapter 1. Introduction

Figure 1.1: Appearance of a real scene under natural changes of illumination conditions.

and Lew et al. (2006) for further information.
This work concerns with the second mentioned problem of finding a reliable image

representation, which is not influenced by image acquisition conditions. For example,
a scene or an object can be photographed from different positions and the illumination
can vary significantly during a day or be artificial, which causes significant changes in
appearance (see Fig. 1.1). More specifically, we focus on a reliable and robust represen-
tation of homogeneous images (textures), which do not comprise the semantic gap.

1.1.1 Existing CBIR systems

Early CBIR systems as QBIC (Flickner et al., 1995) and VisualSEEk (Smith and Chang,
1996) were based on image colours represented by a kind of colour histogram, which
totally ignored structures of materials and object surfaces present in the scene. Visual
appearances of such structured surfaces are commonly referred as textures and their
characterisation is essential for understanding of real scene images.

Later systems attempted to include some textural description, e.g. based on wavelets
as CULE (Chen et al., 2005), IBM Video Retrieval System (Amir et al., 2005) or Gabor
features as MediaMill (Snoek et al., 2008). MUFIN (Batko et al., 2010), which is fo-
cused on efficiency and scalability, includes a simple texture representation by MPEG-7
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1.1 Motivation

descriptors. A CBIR system img(Anaktisi) (Chatzichristofis et al., 2010) is aimed at a
compact representation, which was extracted by fuzzy techniques applied to colour fea-
tures and wavelet based texture description. However, texture representations in these
systems are more or less supplemental and the algorithms rely on colour features. Al-
though retrieval results look promising, they are often provided by enormous image
databases than exact image indexing. It is quite simple to fill the first result page with
very similar images from a large database (e.g. sunsets, beaches, etc.), nevertheless, the
lack of image understanding is revealed on further result pages.

In narrow image domains, CBIR systems are more successful e.g. trademark retrieval
(Leung and Chen, 2002; Wei et al., 2009; Phan and Androutsos, 2010), drug pill retrieval
(Lee et al., 2010) or face detection (Lew and Huijsmans, 1996) and similarity, which
evolved in a separate field.

One of the reasons of disregarding textural features are that they are still immature
for a reliable representation (Deselaers et al., 2008) and at least weak texture segmen-
tation of images is required (Smeulders et al., 2000). If the segmentation is extracted,
shape features and region relations can be employed (Datta et al., 2008), however, the
reliable segmentation is a difficult problem on its own. Recent methods avoid the im-
age segmentation by local descriptors as SIFT (Lowe, 2004), which were extended to
colour images and used for image indexing (van de Sande et al., 2010; Burghouts and
Geusebroek, 2009a; Bosch et al., 2008). However these keypoint based descriptors are
more suitable for description of objects without large textured faces than homogeneous
texture areas.

The other reason for marginalising textures is that a more precise description of
textures also requires more attention to expected variations of acquisition conditions.
Many existing systems do not care about such variations or they handle it in a very
limited way. Recently, Shotton et al. (2009) demonstrated that textural features can be
successfully used for image understanding, if the variation of acquisition circumstances
is considered.

1.1.2 Invariance

A representation is referred as invariant to a given set of acquisition conditions if it
does not change with a variation of these conditions. The invariance property allows
recognition of objects or textures in the real world, where the conditions during an im-
age acquisition are usually variable and unknown. It is necessary to keep in mind that
an undesired invariance to a broad range of conditions inevitably reduces the discrim-
inability and aggravates the recognition. (An absurd example is the representation by a
constant; it is invariant to all possible circumstances, but it has no use.) Consequently,
the optimal image representation should be invariant to all expected variations of acqui-
sition conditions and still it is required to remain highly discriminative, which are often
contrary requirements.

Alternative ways how to deal with changing acquisition conditions are normalisation
or learning from all possible examples. The normalisation transforms representation or
features to a canonical form, e.g. image rotation according to dominant edges. The draw-
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Chapter 1. Introduction

Figure 1.2: Examples of materials from the Amsterdam Library of Textures (ALOT) and
their appearance for different camera and light conditions. The two columns on the right
are acquired from viewpoint with declination angle 60◦ from the surface macro-normal.

back is that this approach may suffer from instability or ambiguity in detection of the
canonical form, which results in imprecise or totally wrong normalisation. On the other
hand, the learning from all possible appearances offers a robust representation, but it is
extremely time consuming. It is applicable mainly in cases where some approximative
appearance can be artificially generated, e.g. in-plane rotation of flat surfaces. Unfortu-
nately, very often the required measurements are neither available nor possible to collect;
or the measurements would be too expensive to acquire.

The appearance of rough materials is highly illumination and view angle dependent,
as demonstrated in Fig. 1.2. Unfortunately, the appearance under different conditions
cannot be easily generated, unless strong additional requirements are adopted (e.g. three
precisely registered images of each material acquired with different and known illumi-
nation direction (Targhi et al., 2008)). Therefore we focus on creating a reliable texture
representation, which is invariant or at least robust to variation of view angle and illu-
mination conditions. Additional examples of material appearance changes are presented
in Figs. B.2, B.5, and B.6 in the Appendix.
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1.2 Thesis contribution

1.2 Thesis contribution

This work is focused on a query by and retrieval of homogeneous images (textures) and
on the robustness against image acquisition conditions, namely illumination variation
and texture rotation. It is believed that this thesis contributes to the field of pattern
recognition with the following original work:

1. The main contribution is a set of novel illumination invariant features, which are
derived from an efficient Markovian textural representation based on modelling
by either Causal Autoregressive Random models (2D CAR, 3D CAR) or a Gaus-
sian Markov Random Field (GMRF) model. These new features are proved to be
invariant to illumination intensity and spectrum changes and also approximately
invariant to local intensity changes (e.g. cast shadows). The invariants are effi-
ciently implemented using parameter estimates and other statistics of CAR and
GMRF models.

2. The illumination invariants are extended to be simultaneously rotation invariant.
The rotation invariance is achieved either by moment invariants or by combination
with circularly symmetric texture model.

Although the proposed invariant features are derived with the assumption of fixed
viewpoint and illumination positions, our features exhibit significant robustness to illu-
mination direction variation. This is confirmed in thorough experiments with measure-
ments of Bidirectional Texture Function (BTF) (Dana et al., 1999), which is currently
the most advanced representation of realistic material appearance. Moreover, no knowl-
edge of illumination conditions is required and our methods work even with a single
training image per texture. The proposed methods are also robust to image degradation
with an additive Gaussian noise.

The proposed invariant representation of textures is tested in the task of texture re-
trieval and recognition under variation of acquisition conditions, including illumination
changes and texture rotation. The experiments are performed on five different textural
databases and the results are favourably compared with other state of the art illumi-
nation invariant methods. The psychophysical tests with our textural representation
indicate its relation to the human perception of textures.

We utilise our features in a construction of system for retrieval of similar tiles, which
can be used in decoration industry and we show feasible application in optimisation of
parameters in texture compression used in computer graphics. Finally, our illumination
invariants are integrated into a texture segmentation algorithm and our textural features
are applied in the recognition of glaucomatous tissue in retina images.

We expect that the presented results can be used to improve the performance of
existing CBIR systems or they can be utilised on their own in specialised CBIR systems
concerning narrow domain images as medical images or the presented tile retrieval sys-
tem. Other possible applications include computer vision, since analysis of real scenes
inevitably includes description of textures under various light conditions.

5



Chapter 1. Introduction

1.3 Thesis organisation

The thesis is organised as follows: state of the art textural representations and textural
databases are reviewed in the next chapter. The proposed textural representation is de-
scribed in Chapter 3. Chapter 4 concerns with illumination invariance and it contains
derivation of novel illumination invariants based on the proposed textural representa-
tion. In Chapter 5 rotation invariance is incorporated into the textural representation.
Experimental results of the proposed methods are presented in Chapter 6 and appli-
cations follow in Chapter 7. Finally, the thesis is concluded and further directions of
development are outlined. Appendices include additional derivations, experiments and
examples from texture databases.
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Chapter 2

State of the Art

Informally, a texture can be described as an image that consists of primitives (micro
structures) placed under some placement rules, which may be randomised somehow.
This texture primitive may be considered to be an object, and vice versa many objects
may form a texture, it all depends on the resolution scale. Crucial properties of all
textures are homogeneity and translation invariance. The homogeneity is understood
quite vaguely and it means that any subwindow of a single texture posses some common
characteristics. The translation invariance implies that these texture characteristics do
not depend on texture translation. To name a few examples, an appearance of many
materials or regular patterns is perceived as a texture.

Although the notion of texture is tied to human perception, there is no mathemat-
ically rigorous definition that would be widely accepted. In our work we assume that
texture is a kind of random field and the texture image is the realisation of random field.

The following review of textural representations begins with known findings of human
perception, continues with representations used in computers, and then these represen-
tations are considered according to invariant properties they provide. Finally, existing
texture databases and comparisons are listed.

2.1 Human perception of textures

Julesz (1962) published one of the first works on visual texture discrimination, and he
devoted next thirty years (Julesz, 1991) to work on human perception of textures, which
was highly influential for construction of texture discrimination algorithms.

In order to explain the psychophysical findings, some image statistics have to be
clarified (Julesz, 1962),

”The nth-order statistic (or nth-order joint probability distribution) of an
image can be obtained by randomly throwing n-gons of all possible shapes
on the image and observing the probabilities that their n vertices fall on
certain colour combinations.”
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The n-gons are geometrical objects: points (1-gon), line segments (2-gons, or dipoles),
triangles (3-gons), etc.

Firstly, Julesz (1962) experimented with a spontaneous visual discrimination of tex-
tural images, which were generated by the Markov process as a realisation of a random
field. He posed a conjecture that textures cannot be spontaneously discriminated if they
have the same first-order and second-order statistics and if they differ only in their third
or higher order statistics. However, this conjecture was later disproved when several
counterexamples were published (Julesz et al., 1978; Yellot, 1993). Consequently, such
images cannot be discriminated by texture recognition algorithms that rely only on first
or second order statistics (e.g. histograms or co-occurrence matrices). Our textural fea-
tures (Section 3.1) use higher order statistics, although their interaction range is locally
limited, so we expect their ability to recognise even textures with identical second-order
statistics.

Yellot (1993) also proved that the third-order statistics of any monochromatic image
of finite size uniquely determine this image up to translation. Although Julesz et al.
(1978); Julesz (1991) presented examples of distinguishable textures with same second-
order and third-order statistics, Yellot (1993) argued that the actual sample third-order
statistics were not identical. It is worth to stress that the theorem of Yellot (1993) does
not claim that images with close statistics up to the third order look similar.

In later work, Julesz (1991) tended to characterise textures by small texture elements
(textons) instead of global statistics. Similar paradigm was adopted by micropattern and
texton based texture representations (Sections 2.2.4, 2.2.5). Julesz (1991) also demon-
strated that texture discrimination is not symmetric: a small piece of one texture can
be distinguished from another texture background, but if the textures are swapped the
discriminability is weaker. Finally, the human texture discriminability is not linear in
the sense that if an image with two highly discriminable textures is added to a homo-
geneous texture, the textures in the resulting image may be nondiscriminable, because
the texture elements became too complex (Julesz, 1991).

Rao and Lohse (1996) performed a psychophysical experiment with 56 textures,
where the subjects were asked to group the textures and to describe the characteristics
of created groups. Rao and Lohse (1996) concluded that texture can be described in
three orthonormal dimensions:

repetitive/regular/non-random vs. non-repetitive/irregular/random
granular/coarse/low-complexity vs. non-granular/fine/high-complexity

low contrast/directional vs. high contrast/non-directional.

Rao and Lohse (1996) argued that the joint axis of contrast and directionality is a new
complex texture dimension, similarly as is the perception of colour hue (which can be
decomposed into red–green and yellow–blue opponent components). However, we doubt
about that and we would decompose this axis into two different properties.

Natural materials are recognised not only from the texture, but also from their re-
flectance properties as lightness and gloss. Fleming et al. (2003) showed that humans are
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usually able to estimate these properties irrespective of natural illumination conditions,
however some artificial illuminations can confuse the human perception system (Fleming
et al., 2003).

Recent technological advances allow exploration of human perception by more elab-
orate techniques. Drucker et al. (2009); Drucker and Aguirre (2009) used functional
Magnetic Resonance Imaging (fMRI) to explore perception of colour and shape. Or
Filip et al. (2009) exploited gaze tracking device to identify salient areas on textured
surfaces.

2.2 Computational representation of textures

Let us assume that a texture is defined on a rectangular lattice I and it is composed of
C spectral planes measured by the corresponding sensors (usually {Red, Green, Blue}).
Consequently, the texture image is composed of multispectral pixels with C components
Yr = [Yr,1, . . . , Yr,C ]T , where pixel location r = [r1, r2] is a multiindex composed of
r1 row and r2 column index, respectively.

We are concerned in statistical texture representations, where the texture is char-
acterised by a set of features extracted from the texture image. The alternative ap-
proach is the structural texture representation (Haralick, 1979; Vilnrotter et al., 1986),
which characterises the texture by a set of texture primitives and their placement rules.
The statistical texture representations can be divided into the following groups according
to techniques they use. The techniques can utilise histograms, filters or transformation,
patterns, modelling, combination of these approaches or they may offer perceptual in-
terpretation. We list these groups with representative methods and after that popular
textural features are described more thoroughly.

The first group is based on statistics computed directly from images, usually his-
tograms (Stricker and Orengo, 1995) or co-occurrence matrices (Haralick, 1979) (see Sec-
tion 2.2.1).

The second group is composed of methods, which use various filters or transforma-
tions to extract information from texture in a more convenient form. Subsequently, the
texture is characterised by statistics computed from the filtered images. Various filters
were described by (Randen and Husøy, 1999; Rivero-Moreno and Bres, 2004) including
Gabor filters (Manjunath and Ma, 1996; Jain and Healey, 1998) (see Section 2.2.2).
The transformations comprise wavelets (Jafari-Khouzani and Soltanian-Zadeh, 2005;
Pun and Lee, 2003), wavelet packets (Laine and Fan, 1993), ridgelets, and curvelets
(Semler and Dettori, 2006).

Pattern based methods characterise texture by a histogram of micropatterns (Ojala
et al., 2002b) or texture elements – textons (Varma and Zisserman, 2005) (see Sec-
tions 2.2.4, 2.2.5).

Model based methods try to model texture with a local model, whose parameters
are estimated from the texture image and the texture is characterised by these model
parameters (Mao and Jain, 1992; Kashyap and Khotanzad, 1986; Deng and Clausi, 2004).
The textural representation we propose belongs to this group of textural representations.
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Some methods employ a combination of approaches as Wold features (Liu and Pi-
card, 1996; Liu, 1997), which measure how much is an image structured or unstruc-
tured and which express the image as the combination of periodic/structured and ran-
dom/unstructured parts. The structured texture component is represented by the most
important frequencies in Fourier spectrum whereas the unstructured texture component
is characterised by an autoregressive model (Mao and Jain, 1992). The texture random-
ness is estimated from autocovariance function and it is used as the weighting factor
of periodic and random components. Liapis and Tziritas (2004) combined separate rep-
resentations of colours and texture, characterised by histograms in CIE Lab space and
wavelet features, respectively.

The questions whether colour and texture should be represented jointly or separately
is discussed by Mäenpää and Pietikäinen (2004). They argued that colour and texture
should be treated individually, and that many published comparisons do not take into
account the size of feature vectors. We oppose this statement from two reasons:

1. relations among pixels with same luminance are lost in grey-scale images

2. a separate colour representation is not feasible in conditions with illumination
colour variation, which Mäenpää and Pietikäinen (2004) admitted. In this case the
interspectral texture relations play the crucial role.

Finally, we mention methods which offer perceptual interpretation of their features
as most of the other textural features are difficult to interpret. A Six-stimulus theory
by Geusebroek and Smeulders (2005) describes statistics of pixel contrasts by Weibull-
distribution and the authors showed the relation of Weibull-distribution parameters with
perceived texture properties as regularity, coarseness, contrast, directionality. Padilla
et al. (2008) proposed a descriptor of roughness of 3D surface, which is in accordance with
the perceived roughness. Mojsilovic et al. (2000) built colour pattern retrieval system
using separate representation of colours and textures, where the similarity is based on
rules inferred from human similarity judgements. However, the similarity evaluation was
performed only on 25 patterns, which we consider insufficient for the inference of general
pattern similarity. Alvarez et al. (2010) decomposed texture into blobs in the shape of
ellipse and characterised the texture by a histogram of these blobs. This method is not
able capture blobs relations or their interactions as crossings.

2.2.1 Histogram based features

The simplest features used with textures are based on histograms of colours or intensity
values. However, these features cannot be considered as proper textural features, because
they are not able to describe spatial relations which are the key texture properties.
The advantage of histogram based features is their robustness to various geometrical
transformations, fast and easy implementation.

10



2.2 Computational representation of textures

Stricker and Orengo (1995) proposed cumulative histogram, which is defined as
the distribution function of the image histogram, the i-th bin Hi is computed as

Hi =
∑
`≤i

h` , (2.1)

where h` is the `-th bin of ordinary histogram. The distance between two cumulative
histograms is computed in L1 metric defined in formula (2.2). The cumulative histogram
is more robust than the ordinary histogram, because a small intensity change charac-
terised by a one-bin shift in the ordinary histogram, have only negligible effect on the
cumulative histogram. Descriptors based on colour histograms and dominant colours are
also part of MPEG-7 features (Manjunath et al., 2001).

Alternatively, colour histogram can be represented by its moments (Stricker and
Orengo, 1995). Paschos et al. (2003) used CIE XYZ colour space to gain robustness to
intensity changes.

Hadjidemetriou et al. (2004) proposed multiresolution histograms computed on levels
of Gaussian-downsampled pyramid, which partially incorporated some spatial relations
in the texture. The spatial relations are also described by the well-known co-occurrence
matrices Haralick (1979), which contain probabilities that two intensity values occur in
the given distance. An extension of the co-occurrence matrices to colour textures was
proposed by Huang et al. (1997), who also added rotation invariance.

2.2.2 Gabor features

The Gabor features are based on Gabor filters (Bovik, 1991; Randen and Husøy, 1999),
which are considered to be orientation and scale tunable edge and line detectors. The
statistics of Gabor filter responses in a given region are, subsequently, used to characterise
the underlying texture information.

The Gabor function is a harmonic oscillator, composed of a sinusoidal wave of par-
ticular frequency and orientation, within a Gaussian envelope. A two dimensional Gabor
function g(r) : R2 → C can be specified as

g(r) =
1

2πσ̈r1 σ̈r2
exp

[
−1

2

(
r2

1

σ̈2
r1

+
r2

2

σ̈2
r2

)
+ 2πiV̈ r1

]
,

where i is the complex unit, σ̈r1 , σ̈r2 , V̈ are the filter parameters. σ̈r1 , σ̈r2 , are
standard deviations of the Gaussian envelope and V̈ is related to the detected frequency.
The Fourier transform of Gabor function is a multivariate Gaussian function

G(u) = exp

{
−1

2

[
(u1 − V̈ )2

σ̈2
u1

+
u2

2

σ̈2
u2

]}
,
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where σ̈u1 = 1
2πσ̈r1

, σ̈u2 = 1
2πσ̈r2

are standard deviations of the transformed Gaussian
function and the vector u = [u1, u2] is composed of coordinates u1 and u2 .

As it was mentioned, the convolution of the Gabor filter and a texture image extracts
edges of a given frequency and orientation range. The texture image is analysed with a
set of filters (Manjunath and Ma, 1996) obtained by four dilatations and six rotations
of the function G(u) . The filter set was designed so that Fourier transform of the
filters cover most of the image spectrum, see Manjunath and Ma (1996) for more details.
Finally, given a single spectral image with values Yr,j , r ∈ I, j = 1 , its Gabor wavelet
transform is defined as

Wkφ,j(r1, r2) =
∫

u1,u2∈R

Yr,j g
∗
kφ(r1 − u1, r2 − u2) du1 du2 ,

where (·)∗ indicates the complex conjugate, φ and k are orientation and scale of the
filter. The convolution is implemented by means of Fast Fourier Transform (FFT), which
complexity O(n log n) is dominant in computational time of Gabor features. Moreover,
the Gabor filters are supposed to model early visual receptive fields (V1 cells), see Jones
and Palmer (1987) for details .

Monochromatic Gabor features

The Monochromatic Gabor features (Manjunath and Ma, 1996; Ma and Manjunath,
1996), usually referred just as Gabor features, are defined as the mean and the standard
deviation of the magnitude of filter responses |Wkφ,j | . The straightforward extension
to colour textures is computed separately for each spectral plane and concatenated into
the feature vector, which is denoted with “RGB” suffix in the experiments.

The suggested distance between feature vectors of textures T, S is L1σ(T, S) , which
is a normalised version of Minkowski norm Lp :

Lp(T, S) =

(
m∑
`=0

∣∣∣f (T )
` − f (S)

`

∣∣∣p) 1
p

, (2.2)

Lpσ(T, S) =

(
m∑
`=0

∣∣∣∣∣f
(T )
` − f (S)

`

σ(f`)

∣∣∣∣∣
p) 1

p

, (2.3)

(2.4)

where m is the feature vector size, f
(T )
` and f

(S)
` are the `-th components of feature

vectors of textures T and S, respectively. σ(f`) is standard deviation of the feature f`
computed over all textures in the database.

Alternatively, a histogram of mean filter responses was used (Squire et al., 2000)
in image retrieval.
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Opponent Gabor features

The opponent Gabor features (Jain and Healey, 1998) are an extension to colour textures,
which analyses also relations between spectral channels. The monochrome part of these
features is:

%kφ,j =
√∑

r∈I
W 2
kφ,j(r) ,

where Wkφ,j is the response of Gabor filter gkφ on the j-th spectral plane of colour
texture T . The opponent part of features is:

ξkk′φ,jj′ =

√√√√∑
r∈I

(
Wkφ,j(r)
%kφ,j

−
Wk′φ,j′(r)
%k′φ,j′

)2

,

for all j, j′ with j 6= j′ and |k− k′| ≤ 1. The previous formula could be also expressed
as the correlation between spectral plane responses. Jain and Healey (1998) suggested
computation of the distance of feature vectors using L2σ(T, S) normalised Minkowski
norm (2.4).

Although, the Gabor features are widely used in computer vision applications, some
authors reported them as non-optimal: Randen and Husøy (1999) who compared many
filter based recognition techniques and Pietikäinen et al. (2002) in comparison with LBP
features.

Generally, the Gabor features are translation invariant, but not rotation invariant.
The rotation invariant Gabor features can be computed as the average of Gabor filter
responses for the same scale, but different orientations, see Haley and Manjunath (1995).
However, this averaging aggravates recognition of isotropic vs. anisotropic textures with
similar statistics. An invariant object recognition based on Gabor features was described
by Kamarainen et al. (2006), who also gave insightful notes for practical implementation.

As an analogy to Gabor filter modelling of visual receptive field, Bai et al. (2008)
built filters in accordance with touch perception – tactical receptive field (TRF). The
TRF is composed of three Gabor subfilters which relative positions and orientations are
not fixed, therefore the filter for detection of particular orientation of edges is not a
simple rotation of the basic filter, but also the relative positions of subfilters changes.

2.2.3 Steerable pyramid features

The steerable pyramid (Portilla and Simoncelli, 2000) is an over complete wavelet de-
composition similar to the Gabor decomposition. The pyramid is built up of responses
to steerable filters, where each level of pyramid extracts certain frequency range. All
pyramid levels, except the highest and the lowest one, are further decomposed into dif-
ferent orientations. The transformation is implemented using the set of oriented complex
analytic filters Bφ that are polar separable in the Fourier domain (see details in
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Simoncelli and Portilla (1998); Portilla and Simoncelli (2000)):

Bφ(R, θ) = H(R)Gφ(θ), φ ∈ [0,Φ− 1],

H(R) =


cos
(
π
2 log2

(
2R
π

))
, π

4 < R < π
2

1, R ≥ π
2

0, R ≤ π
4

Gφ(θ) =

{
αΦ

[
cos
(
θ − πφ

Φ

)]Φ−1
,
∣∣∣θ − πφ

Φ

∣∣∣ < π
2 ,

0, otherwise,

where αΦ = 2Φ−1 (Φ−1)!√
Φ[2(Φ−1)!]

; R and θ are polar frequency coordinates, Φ = 4 is

the number of orientation bands, and K = 4 is the number of pyramid levels. Like
Gabor filters, the used wavelet transformation localises different frequencies under dif-
ferent orientations. Unlike Gabor filters, the inverse transformation can be computed as
convolution with conjugate filters and therefore the synthesis is much faster.

Despite the decorrelation properties of wavelet decomposition, the coefficients are
not statistically independent (Simoncelli, 1997), for instance large magnitude coefficients
tend to occur at the same spatial relative position in subbands at adjacent scales, and
orientations. Moreover, the coefficients of image wavelet subbands have non-Gaussian
densities with long tails and sharp peak at zero. This non-Gaussian density is probably
caused by the fact that images consists of smooth areas with occasional edges (Simoncelli
and Portilla, 1998). The textural representation suggested by Portilla and Simoncelli
(2000) comprise following features:

• marginal statistics: Skewness and kurtosis at each scale, variance of the high-
pass band; and mean, variance, skewness, kurtosis, minimum and maximum values
of the image pixels.

• raw coefficient correlation: Central samples of auto-correlation at each scale
before the decomposition into orientations. These features characterise the salient
spatial frequencies and the regularity of the texture, as represented by periodic or
globally oriented structures.

• coefficient magnitude statistics: Central samples of the auto-correlation of
magnitude of each subband; cross-correlation of each subband magnitudes with
other orientations at the same scale, and cross-correlation of subband magnitudes
with all orientation at a coarser scale. These features represent structures in images
(e.g. edges, bars, corners), and “the second order” textures.

• cross-scale phase statistics: Cross-correlation of the real part of coefficients with
both the real and imaginary part of the up-sampled coefficients at all orientations
at the next coarser scale. These features distinguish edges from lines, and help in
representing gradients due to shading and lighting effects.

The experiments in Portilla and Simoncelli (2000), were focused on texture synthesis
and they were performed with Φ = 4 orientation bands, K = 4 pyramid levels. In our
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experiments, we used the same parameters, but we omitted the phase statistics, because
they specifically describe shading and lighting effects, which are not desired. We com-
puted the features on all spectral planes and compared the feature vectors with the L1σ

norm defined by formula (2.4).

2.2.4 Local binary patterns

Local Binary Patterns (LBP) (Ojala et al., 1996) is a histogram of texture micro patterns.
For each pixel, a circular neighbourhood around the pixel is sampled, and then the
sampled values are thresholded by the central pixel value. Given a single spectral image
with values Yr,j , r ∈ I, j = 1 , the pattern number is formed as follows:

LBPP,R =
∑
s∈I�r

sg (Yr−s,j − Yr,j) 2o(s), sg (x) =

{
1, x ≥ 0
0, x < 0 ,

(2.5)

where I�r is the circular neighbourhood, which contains P samples in the radius R, o(s)
is the order number of sample position (starting with 0), and sg(x) is the thresholding
function. Subsequently, the histogram of patterns is computed and normalised to have
unit L1 norm. Because of thresholding, the features are invariant to any monotonic
change of pixel values. The multiresolution analysis is done by growing the circular
neighbourhood size. The similarity between feature vectors of textures T, S is defined
by means of Kullback-Leibler divergence.

LG(T, S) =
m∑
`=1

f
(T )
` log2

f
(T )
`

f
(S)
`

,

f
(T )
` and f

(S)
` are the `-th components of feature vectors of textures T and S, respec-

tively.

Uniform LBP

A drawback of the original LBP features is that complex patterns usually do not have
enough occurrences in a texture, which introduces a statistical error. Therefore Ojala
et al. (2002b) proposed the uniform LBP features, denoted as LBPu2, which distinguish
only among patterns that include only 2 or less transitions between 0 and 1 at neigh-
bouring bits in formula (2.5). The formalisation of the number of bit transitions for
the particular pattern is:

U(LBPP,R) =
∑

s,t∈I�r
o(t)=0 ∧ o(s)=P−1

|sg (Yr−s,j − Yr,j)− sg (Yr−t,j − Yr,j)|

+
∑

s,t∈I�r
o(t)−o(s)=1

|sg (Yr−s,j − Yr,j)− sg (Yr−t,j − Yr,j)| .
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Actually, the patterns distinguished by LBPu2 are single arcs, which differ only in their
length or position in the circular neighbourhood I�r . See Ojala et al. (2002b) for imple-
mentation details.

The uniform LBP features can be also made rotation invariant (Ojala et al., 2002b).
These features are denoted as LBPriu2

P,R and they consider uniform patterns regardless
their orientations. The pattern number is, consequently, defined as

LBP riu2
P,R =


∑
s∈I�r

sg (Yr−s,j − Yr,j) if U (LBPP,R) ≤ 2

P + 1 otherwise.

In fact, the pattern number of LBPriu2
P,R is the number of bits with value 1.

The LBP features were straightforwardly extended to colour textures by computation
on each spectral plane separately, they are denoted by “LBP, RGB” (Mäenpää and
Pietikäinen, 2004).

The best results were reported (Maenpaa et al., 2002; Pietikäinen et al., 2002) with
“LBPu2

16,2” and “LBP8,1+8,3”, which is combination of features “LBP8,1” and “LBP8,3”.
The comparison was performed on the test with illumination changes (test suite
OUTEX TC 00014), where they outperformed Gabor features. In the test with addi-
tional rotation invariance (test suite OUTEX TC 00012), the best results were achieved
with “LBPriu2

16,2 ” and “LBPriu2
8,1+24,3” features (Ojala et al., 2002b). However, they were

outperformed by LBP-HF (Ahonen et al., 2009) described later.

LBP-HF

Local Binary Pattern Histogram Fourier features (LBP-HF), which were introduced by
(Ahonen et al., 2009), are based on the rotation invariant LBP riu2

P,R . Additionally, they
analyse the mutual relations of orientations of each micropattern.

At first, a histogram of occurrences is computed for a single uniform pattern and all
its rotations. Subsequently, Discrete Fourier Transformation (DFT) is computed from the
histogram and the amplitudes of Fourier coefficients are the rotation invariant features.
These features are computed for all uniform patterns.

The authors’ implementation is provided in MATLAB at (implementation LBP).
Ahonen et al. (2009) reported LBP-HF features to be superior to LBPriu2

P,R in rotation
invariant texture recognition.

In general, the LBP features are very popular, because they are effective, easy to im-
plement and fast to compute. However, if bilinear interpolation of samples is employed,
it slows down computation significantly. The main drawback of the LBP features is
their noise sensitivity (Vacha and Haindl, 2007a). This vulnerability was addressed by
Liao et al. (2009), but used patterns are specifically selected according to the training
set, which is not suitable for general purpose textural features. He et al. (2008) pro-
posed Bayesian Local Binary Pattern (BLBP), which introduced smoothing of detected
micropatterns before computation of their histogram. However, the used Potts model
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and graph cut minimisation is very time demanding in comparison with other textural
representations.

2.2.5 Textons

Texton representation proposed by Leung and Malik (2001); Varma and Zisserman
(2005) characterizes textures by histogram of texture micro-primitives called textons.
The textons are acquired during learning stage, when all available images are convolved
with the chosen filter set to generate filter responses. The filter responses are subse-
quently clustered and the cluster representatives are the textons.

During the classification stage, the filter responses for the given pixel are computed
and the pixel is assigned to the texton number with the most similar filter responses.
The texture is characterised by the texton histogram, which is normalised to have unit
L1 norm, and the similarity of histograms is evaluated with χ2 statistic.

MR8-*

The previous texton representation was modified to be rotation invariant by Varma and
Zisserman (2005) who recorded only the maximal response of different orientations of
the same filter, the method is denoted as VZ MR8. Recording of maximal responses is
advantageous compared to the averaging over filter orientations, because it enables to
distinguish between isotropic and anisotropic textures. The co-occurrence statistics of
relative orientations of maximal response filters can be studied as well, but it may be
unstable and noise sensitive (Varma and Zisserman, 2005).

Partial illumination invariance is achieved by an image normalisation to zero mean
and unit standard variation. Of course, each filter is L1 normalised so that the responses
of each filter lie roughly in the same range.

Later on, Varma and Zisserman (2009) demonstrated that filters are not necessary.
They took VZ MR8 algorithm and replaced the filter responses by image patches, con-
sequently, the textons were learned from these image patches. Quite surprisingly, the
recognition accuracy remained the same or even improved, however, this modification is
no more rotation invariant.

The VZ MR8 algorithm was extended by Burghouts and Geusebroek (2009b) to
incorporate colour information and to be colour and illumination invariant. The exten-
sion is based on the Gaussian opponent colour model (Geusebroek et al., 2001), which
separates colour information into intensity, yellow–blue, and red–green channels when
applied to RGB images. Four modifications were proposed differing in range of illumi-
nation invariance:

MR8-NC applies VZ algorithm to the Gaussian opponent colour model (Geusebroek
et al., 2001), which is computed directly from RGB pixel values. Since the VZ algo-
rithm normalizes each channel separately, the method normalises colours, however,
it also discards chromaticity in the image.
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MR8-INC normalises all channels by variance of intensity channel and therefore pre-
serves chromaticity.

MR8-LINC is similar to MR8-INC, but the normalisation is performed locally instead
of global one.

MR8-SLINC additionally to MR8-LINC, it offers shadow and shading invariance.

In the experiments of Burghouts and Geusebroek (2009b), MR8-NC and MR8-LINC
features were reported with the best performance. Shotton et al. (2009) applied MR8-NC
features in a texture based representation of images.

2.3 Invariance

As it was mentioned, textures are important clues to specify objects present in a visual
scene. Unfortunately, the visual appearance of natural materials is highly dependent on
circumstances during image acquisition, which complicates their recognition. We review
methods that are able to recognise textures under variations of these conditions and
group them according to provided invariance.

2.3.1 Illumination invariance

Appearance of natural materials, especially with rough surfaces, significantly varies with
illumination direction and viewpoint position (Chantler, 1995; Dana et al., 1999). With-
out illumination invariance, recognition methods require multiple training images cap-
tured under a full variety of possible illumination and viewing conditions for each class
(Varma and Zisserman, 2005; Suen and Healey, 2000). Such learning is obviously clumsy
and very often even impossible if required measurements are not available.

Intensity invariance

Invariance to global change of illumination intensity can be achieved by simple nor-
malisation of intensity channel, analogically to formula (2.6). LBP (Ojala et al., 2002b)
are invariant to any monotonic changes of illumination intensity. This includes changes
caused by histogram equalization or the gamma correction, which is usually applied to
image data during the coding process. Because of local nature of the LBP features, they
successfully cope with local intensity changes. Masotti and Campanini (2008) took ad-
vantage of ranklet transformation to introduce textural features, which are also invariant
to any monotonic changes of illumination intensity. Since the ranklet transformation ex-
ploits ordering of values, unlike thresholding in LBP, the feature can be expected to be
less noise sensitive than LBP.
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Spectrum invariance

Colour constancy algorithms, represented by Finlayson (1995), attempt to recover the
image illuminated by some standard illumination, which is an unnecessarily complex
task and it induces additional assumptions on a recognised scene.

Channel normalisation is a simple method, which achieve invariance to global
change of illumination spectrum. The image spectral planes are normalised as follows

Y ′r,j =
Yr,j∑
t∈I Yt,j

∀j = 1, . . . , C . (2.6)

In our experiments, we tested this normalisation prior to computation of Gabor features,
opponent Gabor features or steerable pyramid features in order to make them comparable
to another illumination invariant methods.

Healey and Wang (1995); Yang and Al-Rawi (2005) employed properties of correla-
tion functions between different spectral channels to achieve invariance to illumination
spectrum changes. Geusebroek et al. (2001) introduced colour invariants, some of which
are even invariant to local changes or shadow and shading effects. They were also em-
ployed in colour invariant modifications of MR8 textons (Burghouts and Geusebroek,
2009b), which were previously described in Section 2.2.5. Hoang et al. (2005) combined
these invariants with the Gabor filters in texture segmentation algorithm.

Illumination direction invariance

Drbohlav and Chantler (2005) solved similarity of images under different illumination
direction, however, they require surfaces of uniform albedo, smooth and shallow relief
and most importantly the knowledge of illumination direction for all involved (trained
as well as tested) textures. This method bypasses the theoretical limitation proved by
Jacobs et al. (1998); Chen et al. (2000),

“Discounting interreflections, all illumination invariants of objects with Lam-
bertian reflectance under point light sources at infinity are nondiscrimina-
tive.”

However, probability based discrimination is still possible (Chen et al., 2000). Chantler
et al. (2005) proposed texture classification with simultaneous estimation of texture
direction.

Fortunately, multispectral images additionally offer relations of spectral planes. From
the theoretical point of view, the invariance to illumination direction could be achieved
with pixel-wise intensity normalisation. However, many images include very dark areas,
where the normalisation of RGB triplets would produce not only a huge amount of
noise, but it is also undefined for black pixels. Alternatively, invariants based on pixel
hues are ambiguous on the black-white axis and they are not suitable for rough surfaces
with uniform colours. The normalisation proposed by Finlyason and Xu (2002) is able
to cancel changes of illumination colour, lighting changes caused by the surface shape
and even the gamma correction. However, since the method normalises lighting changes
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caused by the surface shape it completely wipes out the structure of rough textures and
therefore it destroys the possibility to distinguish such textures. An interesting approach
of quasi-invariants (van de Weijer et al., 2005) relieves the condition of full invariance
and therefore it is less sensitive to noise.

Another approach (Targhi et al., 2008) generated unseen training images using the
photometric stereo approach. Although it improves classification accuracy, this algorithm
has strong requirements of three mutually registered images with different illumination
direction for each material.

2.3.2 Rotation invariance

Rotation invariant textural features can be divided into two main groups. The first group
contains filter based features such as mentioned Gabor features (Haley and Manjunath,
1999); Circular-Mellin features (Ravichandran and Trivedi, 1995) that are additionally
scale insensitive. The second group composes of model based features, which were in the
invariant form introduced by Kashyap and Khotanzad (1986), who used an autoregres-
sive model of pixel value and averages on concentric circles around it. The disadvantage
of this model and its multiresolution extension (Mao and Jain, 1992) is the insensitiv-
ity to anisotropic texture properties. This weakness was removed in Anisotropic Cir-
cular Gaussian Markov Random Field (ACGMRF) model by Deng and Clausi (2004),
which computes the Fourier descriptors of estimated model parameters. Alternatively,
the texture anisotropy can be estimated together with symmetry and texture regularity
(Chetverikov and Haralick, 1995).

Another possibility to deal with rotated textures is a rotation normalisation (Jafari-
Khouzani and Soltanian-Zadeh, 2005), where the principal texture direction is detected
by the Radon transformation. Still, a detection of the principal direction may be am-
biguous and it can be influenced by the illumination direction.

Rotation invariance and illumination invariance

A combined rotation and illumination invariance is the property of the following, pre-
viously mentioned, features: LBPriu2, LBP-HF, which are invariant to any monotonous
changes of image values. Variants of MR8-* texton method provide various degrees of
illumination invariance – from colour invariance to cast shadows and shading. Also mul-
tiresolution histograms (Hadjidemetriou et al., 2004) are rotation and intensity invariant.

Local SIFT descriptor (Lowe, 2004), which is rotation normalised and scale robust,
was extended to incorporate colour invariants Burghouts and Geusebroek (2009a).

It is worth to note that the rotation of materials with rough surfaces cannot be
modelled as a simple image rotation, because their appearance also depends on light
position (Chantler, 1995). Consequently, additional assumptions or measurements are
required: McGunnigle and Chantler (1999) require multiple mutually registered images
to apply Photometric stereo and to reconstruct surface height variation. Or rotation
invariants can be combined with the mentioned approach of Drbohlav and Chantler
(2005), which require uniform albedo surface and known light direction.
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2.3.3 Other invariances

Invariance to viewpoint position is provided by Schaffalitzky and Zisserman (2001),
where the perspective projection is locally modelled as an affine transformation of tex-
ture patches. The patches are normalised based on the covariance matrix of gradient
image and, subsequently, any rotation invariant texture descriptor can be used. Invari-
ance to linear intensity changes of grey-scale images is incorporated as well. The method
proposed by Lazebnik et al. (2005) describes a texture by histograms of textons computed
over local regions that are transformed to be affine invariant. Diplaros et al. (2006) pro-
posed combination of colour and shape for object recognition with illumination-viewpoint
invariance.

Rotation and scale invariant features were introduced by Pun and Lee (2003) who
computed log-polar transformation of input image to achieve the invariance and, sub-
sequently, texture is represented by statistics of wavelet subbands. Xu et al. (2006)
introduced multifractal spectrum (MFS) features, which are invariant to linear inten-
sity changes and smooth texture transformations including perspective projection and
texture warping.

Ojansivu et al. (2008) introduced Local Phase Quantization (LPQ) features, which
are based on locally computed Fourier transform and which are rotation invariant and
blur insensitive. The authors showed significant improvement over LBP and Gabor fea-
tures in the recognition of blurred textures.

Finally, it is possible to recognize textures whose appearance changes in time (Fazekas
et al., 2009; Zhao and Pietikainen, 2007), examples of these dynamic textures are leaves
in wind, flowing river, burning fire, etc.

2.4 Texture databases

The following databases or datasets are freely available for comparison of texture analysis
algorithms. The databases are categorised according to variation of conditions, used in
acquisition of material samples.

No variation

At first, we list traditional texture databases, which do not include any significant vari-
ation of acquisition conditions or these conditions are not explored systematically.

The oldest database is Brodatz texture database (Brodatz, 1966), which contain
grey-scale images and it is freely available for research purposes at (database Brodatz).
VisTex (database VisTex) contains colour textures, however, it is no longer maintained.
MeasTex (Ohanian and Dubes, 1992) is a framework for evaluation of texture classifica-
tion algorithms, which includes grey-scale subimages of Brodatz and Vistex textures, it
is available at (database MeasTex). We consider all previous databases as obsolete and it
is quite surprising how often experiments are performed only on the Brodatz database,
despite the fact that much better texture databases are available.
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Illumination variation

The following databases include variations of illumination spectrum, illumination direc-
tion or both of them. Some databases also include rotation or viewpoint variation.

The best variations of illumination spectra is comprised in Outex database (Ojala
et al., 2002a), which consists of colour texture images acquired under three different
illumination spectra and nine in-plane rotations. Outex also define several classification
tests, which differ in recognition conditions.

Illumination direction variations are included in the following databases. Photex tex-
ture database (database PhoTex) is focused on rough textures illuminated from different
directions and it contains 12-bit monochrome images. Most of the materials have uniform
albedo and they differ only in surface structure, which makes the recognition challenging.
Columbia-Utrecht Reflectance and Texture Database (CUReT) by Dana et al. (1999)
comprise materials acquired under combinations of viewing and illumination directions.
Based on CUReT, Varma and Zisserman (2005) selected a dataset used for recognition
tests, the dataset can be downloaded from (dataset CUReT). University of Bonn ma-
terial measurements (Meseth et al., 2003) contains colour images of materials acquired
in a controlled setup of 81 viewpoints times 81 illumination directions. Some of the
measurements are now publicly available (database Bonn BTF).

Combined spectrum and direction variations are properties the following two data-
bases. KTH-TIPS2 database (Caputo et al., 2005) includes colour samples with different
scales and rotations, three illumination directions and one additional illumination spec-
trum. KTH-TIPS2 database can be freely downloaded from (database KTH-TIPS2).
The newest and the most extensive texture database is Amsterdam Library of Textures
(ALOT) (Burghouts and Geusebroek, 2009b), which comprise of 250 natural materials,
each acquired with varying viewpoint and illumination positions, and one additional
illumination spectrum. The ALOT database can be freely downloaded from (database
ALOT).

3D shape and perspective projection

Finally, we list three databases with samples of textured non-planar surfaces. Microsoft
textile database (database Microsoft Textiles) contains colour images of folded textile
materials, which include nonlinear deformations and also some materials exhibit signifi-
cant non-labertian reflection effects. The experimental results on this database were pub-
lished by Varma and Zisserman (2009). UIUC texture database (Lazebnik et al., 2005)
contains grey-scale images of materials acquired under significant viewpoint and scale
variations. The acquisition conditions were uncontrolled and some materials were cap-
tured on non-planar surfaces or under substantial perspective projection. The database
is freely available at (database UIUC). University of Maryland texture database (Xu
et al., 2006) comprise grey-scale images of materials with significant scale variations and
perspective projection, it is available online at (database Univeristy of Maryland).
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2.5 Comparison

Randen and Husøy (1999) compared many classical textural features in recognition of
grey-scales images from Brodatz, Vistex and Meastex texture databases. They concluded
that the best performance was achieved by their own Quadrate Minor Filters (QMF)
(Randen and Husoy, 1994) and they also stated that Gabor filters and co-occurrence
are clearly not superior. Of course, newer features as LPB and MR8-* textons were not
included.

A comparison of local descriptors was performed by Mikolajczyk and Schmid (2005)
with conclusion that SIFT features performed the best. Burghouts and Geusebroek
(2009a); van de Sande et al. (2010) compared colour extensions of SIFT features in
object recognition tests with variable illumination conditions. Although local descrip-
tors are mainly used for object recognition, they were also employed to retrieve textured
surfaces (Sivic and Zisserman, 2004).

Deselaers et al. (2008) compared various features in image retrieval task performed
on five different image databases. They concluded,

“One clear finding is that colour histogram, often cited as a baseline in CBIR,
clearly are a reasonable good baseline for general photographs. However, ap-
proaches using local image descriptors outperform colour histogram in various
tasks but usually at the cost of much higher computational costs. . . .
Furthermore, it has been shown that, despite more than 30 years in research
on texture descriptors, still none of the texture features presented can convey
a complete description of the texture properties of an image. ”

However, tested textural features comprised: Tamura features, co-occurrence matrices,
Gabor features, and computationally inexpensive MPEG-7 features (Manjunath et al.,
2001). Newer textural features as LBP and MR8-* textons were not included. Moreover,
most of the textural features were computed globally from whole images, without any
prior segmentation. This is not suitable setup, because textural features were averaged
over areas with different textures.
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Textural Features

Our textural representation takes advantage of a fast estimate of Markovian statistics.
A texture is locally modelled by an Markov Random Field (MRF) model and the model
parameters become the texture characterisation (Haindl and Vacha, 2006; Vacha and
Haindl, 2007a). A special wide sense Markov model is used, because it enables a fast
analytical estimate of its parameters and thus to avoid time-consuming Monte Carlo
minimisation prevailing in most of alternative MRF models (Gimel’Farb, 1999; Li, 2009).

The proposed model resembles MultiResolution Simultaneous AutoRegressive model
(MR-SAR) described by Mao and Jain (1992). The difference is that we use restricted
shape of neighbourhood, which allows efficient parameter estimation and we model in-
teraction of colours.

3.1 Markov random field textural representation

Let us recall that a texture is defined on a rectangular lattice I and it is composed of
C spectral planes measured by the corresponding sensors (usually {Red, Green, Blue}).
The multispectral pixels are Yr = [Yr,1, . . . , Yr,C ]T , where pixel location r = [r1, r2] is
a multiindex composed of r1 row and r2 column index, respectively.

The texture analysis starts with a spatial factorisation of the texture into K levels of
the Gaussian down-sampled pyramid. All spectral planes are factorised using the same
pyramid. Each pyramid level is either modelled by a 3-dimensional MRF model or a set
of C 2-dimensional MRF models. In case of 2D models the image spectral planes are mu-
tually decorrelated by Karhunen-Loève transformation (Principal Component Analysis
– PCA) prior to the spatial factorisation by the pyramid. The MRF model parameters
are estimated, optionally illumination/colour or rotation invariants are computed, and
textural features are formed from them. Finally, the textural features from all the pyra-
mid levels are concatenated into a common feature vector. The overview of the texture
analysis algorithm with a set of 2D models is displayed in Fig. 3.1.

The rest of the section introduces textural features based on three different models:
3-dimensional Causal Autoregressive Random field (3D CAR), 2-dimensional Causal
Autoregressive Random field (2D CAR), and 2-dimensional Gaussian Markov Random
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Figure 3.1: Texture analysis algorithm by means of a set of 2D models and with compu-
tation of illumination invariants.

Field (GMRF). The construction of illumination/colour and rotation invariant textural
features is presented in the consecutive chapters.

3.1.1 Karhunen-Loève transformation

Karhunen-Loève transformation (K-L transformation) is a projection of image values,
which decorrelates image spectral planes. K-L transformation is used prior to modelling
by 2-dimensional (2D) models, because they are not able to model interspectral relations.

The vectors Yr are mean centred Ẏr and projected into a new coordinate axes Ȳr .
These new basis vectors are eigenvectors of the second-order statistical moment matrix

Ξ = E
{
Ẏr Ẏr

T
}

.

The projection of centred vector Ẏr onto the K-L coordinate system uses the transfor-
mation matrix

T = [u̇1, u̇2, . . . , u̇C ]T , (3.1)

where columns vectors u̇j are eigenvectors of the matrix Ξ :

Ȳr = T Ẏr . (3.2)

Components of the transformed vector Ȳr are mutually decorrelated (covariance matrix
E{ȲrȲ T

r } is diagonal). If we further assume that random vectors Ȳr are Gaussian, the
components are also independent and they can be independently modelled by monospec-
tral random fields.

3.1.2 Gaussian down-sampled pyramid

The Gaussian pyramid is a sequence of images in which each one is a low-pass down-
sampled version of its predecessor. The employed Gaussian filter is approximated by the
weighting function (Finite Impulse Response – FIR generating kernel) w which is chosen
to comply with (Burt, 1983):

separability ws = ẇs1ẇs2
normalization

∑ṁ
`=−ṁ ẇ` = 1

symmetry ẇ` = ẇ−`
equal contribution ẇ0 = 2ẇ1 (ṁ = 1)

26



3.1 Markov random field textural representation

where ṁ bounds support of the kernel function and multiindex s = [s1, s2] is composed
of s1 row and s2 column index. The equal contribution constraint requires that all nodes
at the given level contribute the same total weight to the nodes at the next higher
level. The solution of above constraints for the kernel size 3 × 3 (ṁ = 1) is ẇ0 = 0.5 ,
ẇ1 = 0.25 .

The Gaussian pyramid for reduction factor n (for n = 2 the N × N image is
down-sampled to N

2 ×
N
2 ) is defined as

Ÿ
(k)
•,j = Y•,j , k = 1 ,

Ÿ
(k)
r,j =↓n (Ÿ (k−1)

•,j ⊗ w) , k = 2, . . . ,K ,

where Ÿ
(k)
r,j is the j-th spectral plane at the pixel position r of k-th pyramid level,

the operator ↓n denotes down-sampling with the reduction factor n and ⊗ is the
convolution operation. Convolution can be substituted using

Ÿ
(k)
r,j =

ṁ∑
s1,s2=−ṁ

ẇs1ẇs2 Ÿ
(k−1)
nr+(s1,s2),j .

This multiscale pyramid approach is employed, because it allows us to incorporate
larger spatial relations with smaller models, which have more concise and robust param-
eter sets than larger models.

3.1.3 3D causal autoregressive random field

The each level of Gaussian pyramid level is modelled separately and in the same way.
Therefore we omit the level index k and we work generally with multispectral texture
pixels Yr .

The 3D CAR representation assumes that the multispectral texture pixel Yr can
be locally modelled by a 3D CAR model (Haindl and Šimberová, 1992) as a linear
combination of neighbouring pixels. The shape of contextual neighbourhood is restricted
to causal or unilateral neighbourhood, which allows efficient parameter estimation (see
examples Fig. 3.2).

We denote Ir a selected contextual causal or unilateral neighbour index shift set and
its cardinality η = |Ir| . Let Zr is a Cη × 1 data vector, which consists of neighbour
pixel values for a given pixel position r :

Zr = [Y T
r−s : ∀s ∈ Ir]T (3.3)

where r, s are multiindices. The matrix form of the 3D CAR model is:

Yr = γ Zr + εr , (3.4)

where γ = [As : s ∈ Ir] is the C×Cη unknown parameter matrix with square submatri-
ces As . The white noise vector εr has zero mean and constant but unknown covariance
matrix Σ . Moreover, we assume the probability density of εr to have the normal distri-
bution independent of previous data and being the same for every position r .
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Chapter 3. Textural Features

Figure 3.2: Examples of contextual neighbourhood Ir . From the left, it is the unilateral
hierarchical neighbourhood of third and sixth order. X marks the current pixel, the
bullets are pixels in the neighbourhood, the arrow shows movement direction, and the
grey area indicate permitted pixels. The causal neighbourhood is a subset of unilateral
neighbourhood which includes only pixels in the upper left quadrant from X.

Parameter estimation

The texture is analysed in a chosen direction, where multiindex t changes according to
the movement on the image lattice e.g. t − 1 = (t1, t2 − 1), t − 2 = (t1, t2 − 2), . . . .
The task consists in finding the parameter conditional density p(γ |Y (t−1)) given the
known process history Y (t−1) = {Yt−1, Yt−2, . . . , Y1, Zt, Zt−1, . . . , Z1} and taking its
conditional mean as the textural feature representation. Assuming normality of the white
noise component εt , conditional independence between pixels and the normal-Wishart
parameter prior, it was shown (Haindl and Šimberová, 1992) that the conditional mean
value is:

E[γ |Y (t−1)] = γ̂t−1 ,

where the following notation is used:

γ̂Tt−1 = V −1
zz(t−1) Vzy(t−1) , (3.5)

Vt−1 =
(∑t−1

r=1 Yr Yr
T ∑t−1

r=1 Yr Zr
T∑t−1

r=1 Zr Yr
T ∑t−1

r=1 Zr Zr
T

)
+ V0

=
(
Vyy(t−1) V T

zy(t−1)

Vzy(t−1) Vzz(t−1)

)
, (3.6)

and V0 is a positive definite matrix representing prior knowledge, e.g. identity matrix
V0 = 1Cη+C for uniform prior. Noise covariance matrix Σ is estimated as

Σ̂t−1 =
λt−1

ψ(t)
,

λt−1 = Vyy(t−1) − V T
zy(t−1) V

−1
zz(t−1) Vzy(t−1) , (3.7)

ψ(t) = ψ(t− 1) + 1 , ψ(0) > 1 .

28



3.1 Markov random field textural representation

The parameter estimation γ̂t can be accomplished using fast, numerically robust and
recursive statistics (Haindl and Šimberová, 1992):

γ̂Tt = γ̂Tt−1 +
V −1
zz(t−1) Zt (Yt − γ̂t−1 Zt)T

1 + ZTt V
−1
zz(t−1)Zt

, (3.8)

and λt can be evaluated recursively too. The numerical realisation of the model statistics
(3.5) – (3.8) is discussed in Haindl and Šimberová (1992). In principle, the parameter
estimation process is very efficient, because matrix V −1

zz(t−1) is kept and updated in the
form of Cholesky decomposition, which avoids computation of full matrix inverse. The
computational complexity of parameter estimation process is linear with respect to the
number of analysed pixels and quadratic in the size of contextual neighbourhood (data
vector).

Alternatively, the model parameters can be estimated by means of Least Squares
(LS) estimation, which minimise sum of prediction error squares:

γ̂t = arg min
γ

{
t∑

r=1

(Yr − γZr)T (Yr − γZr)

}
. (3.9)

The estimation leads to the formally same equations as (3.5) – (3.7) with zero matrix
V0 = 0Cη+C .

Both methods for the parameter estimation (Bayesian and LS) have to deal with
boundary conditions. Either the texture is periodically duplicated, which is related to
a toroidal image lattice. Or the estimate is performed on a subset J ⊂ I of the image
lattice so that

∀r ∈ J ∧ ∀s ∈ Ir ⇒ r + s ∈ I , (3.10)

all data vectors lie in the image lattice. Moreover, it is advantageous to estimate the
model parameters on the mean centred values, which simplifies the modelling. The orig-
inal data can be whenever reconstructed with mean addition.

After the estimation of model parameters, the pixel prediction probability can be
computed:

p
(
Yt|Y (t−1)

)
=

Γ
(
ψ(t)−Cη+C+2

2

)
Γ
(
ψ(t)−Cη+2

2

)
π
C
2

(
1 + ZTt V

−1
zz(t−1)Zt

)C
2 |λt−1|

1
2(

1 +
(Yt − γ̂t−1Zt)

T λ−1
t−1 (Yt − γ̂t−1Zt)

1 + ZTt V
−1
zz(t−1)Zt

)ψ(t)−Cη+C+2
2

,

(3.11)

where Γ(x) is the Gamma function.

Optimal support set estimation

The optimal contextual neighbourhood Ir can be found analytically by maximising the
corresponding posterior probability p(M`|Y (t−1)) , where model M` uses contextual
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Chapter 3. Textural Features

neighbourhood I`r . Using the Bayesian formula, the most probable model can be selected
without computing of normalisation constant. Therefore, the maximum of p(M`|Y (t−1))
can be found by maximising of p(Y (t−1)|M`) or its logarithm. If we assume uniform
model priors (Haindl and Šimberová, 1992), the optimal model can be found by max-
imising:

ln p(Y (t−1)|M`) = K1(ψ(t− 1)) − C

2
ln
∣∣Vzz(t−1)

∣∣ − ψ(t)− Cη + C + 1
2

ln |λt−1|

+
C2η

2
lnπ

+
C∑

m=1

[
ln Γ

(
ψ(t)− Cη + C + 2−m

2

)
− ln Γ

(
ψ(0)− Cη + C + 2−m

2

)]
, (3.12)

K1(ψ(t − 1)) is a constant dependent only on the number of analysed data, and it is
omitted during the maximisation of (3.12). All used statistics (3.5) – (3.7) are related to
the model M` and they are computed with its the contextual neighbourhood I`r . The
determinants |Vzz(t)|, |λt| can be evaluated recursively.

Textural features

Textural features are composed of parameter matrices γ̂t = [As : ∀s ∈ Ir] and
√

Σ̂t

estimated from all possible pixels (t is the last pixel position in the chosen direction of
texture analysis), the square root of sigma denotes square root of the matrix elements.
The textural features are (Vacha and Haindl, 2007a):

1. As , ∀s ∈ Ir ,

2.
√

Σ̂t .

As it is required, the proposed textural features are not dependent on a texture sample
size. However, the sufficient sample size is necessary for the reliable parameter estimation.

Because the CAR models analyse a texture in some fixed movement direction, we have
experimented with additional directions to capture supplementary texture properties. In
that case, the texture is optionally analysed in four orthogonal directions: row-wise top-
down and bottom-up, column-wise leftwards and rightwards. Subsequently, the estimated
features for all the directions are concatenated into a common feature vector.

3.1.4 2D causal autoregressive random field

The 2D CAR textural representation is very similar to 3D CAR representation. The
texture pixels at the k-th Gaussian pyramid level are locally modelled by an 2D CAR
model (Haindl and Šimberová, 1992), which additionally assumes that each spectral
plane can be modelled separately. Therefore texture spectral planes are decorrelated by
means of K-L transformation prior to modelling. The decorrelation is not mandatory,
but any interspectral relations would be discarded by the 2D CAR model.
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3.1 Markov random field textural representation

We again omit the level index k and work with the multispectral texture pixels
Yr = [Yr,1, . . . , Yr,C ]T . These multispectral pixels are modelled by a set of C models and
j-th spectral plane is described by

Yr,j = γj Zr,j + εr,j , Zr,j = [Yr−s,j : ∀s ∈ Ir]T , (3.13)

where Zr,j is the η×1 data vector, γj = [as,j : ∀s ∈ Ir] is the 1×η unknown parameter
vector. Some selected contextual causal or unilateral neighbour index shift set is denoted
Ir and its cardinality η = |Ir| .

The set of 2D models can be stacked into the 3D model equation (3.4), where the
parameter matrices As become diagonal As = diag[as,1, . . . , as,C ] . Additionally, uncor-
related noise vector components are assumed, i.e.,

E{εr,lεr,j} = 0 ∀r, l, j, l 6= j .

Parameter estimation

The model parameter estimation follows equations (3.5) – (3.8) for 3D case, so as the
estimation of optimal contextual neighbourhood (3.12). The difference is that the esti-
mation is performed for each spectral plane separately, j = 1, . . . , C :

γ̂Tt−1,j = V −1
zz(t−1),j Vzy(t−1),j , (3.14)

Vt−1,j =

(∑t−1
r=1 Yr,j Y

T
r

∑t−1
r=1 Yr,j Z

T
r,j∑t−1

r=1 Zr,j Y
T
r,j

∑t−1
r=1 Zr,j Z

T
r,j

)
+ V0,j

=
(
Vyy(t−1),j V T

zy(t−1),j

Vzy(t−1),j Vzz(t−1),j

)
, (3.15)

and noise variance σ2
j is estimated as

σ̂2
t−1,j =

λt−1,j

ψ(t)
,

λt−1,j = Vyy(t−1),j − V T
zy(t−1),j V

−1
zz(t−1),j Vzy(t−1),j . (3.16)

The superscript or subscript (−·,j) denotes parameters or statistics related to the j-th
spectral plane, e.g. Y (t−1),j is the history of t − 1 pixels Yr,j and Zr,j , γ̂t−1,j is the
estimate of parameter γj from this history, and σ̂2

t−1,j is the estimate of noise variance
for j-th spectral plane from the same pixel history.

Alternatively, the LS estimation leads to the formally same equations as (3.14) –
(3.16) with zero matrices V0,j = 0η+1 .

The prediction probability p
(
Yt,j |Y (t−1),j

)
and formula ln p(Y (t−1),j |M`) used in

optimal model selection are computed according to equations (3.11), (3.12), which are
used for each spectral plane separately (with parameter C = 1).
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Chapter 3. Textural Features

Textural features

The textural features are defined in the same form as features for the 3D CAR model.
The set of 2D CAR models is stacked into the form (3.4) with diagonal matrices As and
the noise covariance matrix is composed as

Σ̂t = diag[σ̂2
t,1, . . . , σ̂

2
t,C ] .

Textural features are again (Haindl and Vacha, 2006):

1. As , ∀s ∈ Ir ,

2.
√

Σ̂t ,

where the square root of sigma denotes square root of the matrix elements.

3.1.5 2D Gaussian Markov random field

The last textural representation assumes that spectral planes of each pyramid level
are locally modelled using a 2-dimensional GMRF model Haindl (1991). This model is
obtained if the local conditional density of the MRF model is Gaussian:

p(Yr,j |Ys,j ∀s ∈ Ir) =
1

σj
√

2π
exp

{
−(Yr,j − γjZr,j)2

2σ2
j

}
,

where Yr,j are mean centred values and j is the spectral plane index j = 1, . . . , C .
The data vector and parameter vector are again defined as

Zr,j = [Yr−s,j : ∀s ∈ Ir]T , γj = [as,j : ∀s ∈ Ir] . (3.17)

The contextual neighbourhood Ir is non-causal and symmetrical. Similarly as 2D CAR
model, also GMRF model is not able to model interspectral relations. Therefore spectral
planes are decorrelated by means of K-L transformation before the estimation of model
parameters.

The GMRF model for centred values Yr,j can be expressed also in the matrix form
of the 3D CAR model (3.4), but the driving noise εr and its correlation structure is now
more complex:

E{εr,lεr−s,j} =


σ2
j if (s) = (0, 0) and l = j,

−σ2
j as,j if (s) ∈ Ir and l = j,

0 otherwise,

(3.18)

where σj , as,j ∀s ∈ Ir are unknown parameters. Also topology of the contextual neigh-
bourhood Ir is different, because GMRF model requires a symmetrical neighbourhood.
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3.1 Markov random field textural representation

Parameter estimation

The parameter estimation of the GMRF model is complicated because either Bayesian
or Maximum Likelihood (ML) estimate requires an iterative minimisation of a nonlin-
ear function. Therefore we use an approximation by the pseudo-likelihood estimator,
which is computationally simple although not efficient. The pseudo-likelihood estimate
for parameters γ̂j , σ̂2

j has the form

γ̂Tj =

[∑
∀r∈I

Zr,j Z
T
r,j

]−1 ∑
∀r∈I

Zr,j Yr,j , (3.19)

σ̂2
j =

1
|I|
∑
∀r∈I

(Yr,j − γ̂j Zr,j)2 , (3.20)

where j = 1 . . . C , and I is the image lattice.
Let as additionally define Vzz,j , Vzy,j analogically to the 2D CAR model

Vzz,j =
∑
∀r∈I

Zr,j Z
T
r,j , Vzy,j =

∑
∀r∈I

Zr,j Yr,j . (3.21)

Consequently, parameter estimate γ̂j can be expressed as

γ̂Tj = V −1
zz,j Vzy,j , (3.22)

which is formally same as equation (3.14) with zero matrix V0,j = 0η+1 .
The boundary conditions are again handled by either a toroidal lattice or the estimate

is computed on an appropriate subset of the image lattice.
The optimal neighbourhood can be detected using the correlation method (Haindl

and Havĺıček, 1997) favouring locations of neighbours corresponding to large correlations
over those with small correlations.

Textural Features

The estimated parameters for separate spectral planes are stacked together to produce
multispectral representation (Haindl and Vacha, 2006; Vácha, 2005):

As = diag[as,1, . . . , as,C ] , Σ̂ = diag[σ̂2
1, . . . , σ̂

2
C ] , (3.23)

and the resulting textural features are in the same form as for CAR models (again the
square root of sigma denotes square root of the matrix elements):

1. As , ∀s ∈ Ir ,

2.
√

Σ̂ .
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3.2 Feature comparison

All three previously described textural representations characterise texture with a feature
vector, which is an element of a vector space. Feature vectors are used either directly,
i.e. in combination with a classifier to build a class representation, or distance of feature
vectors is computed to evaluate similarity of respective textures.

The distance between feature vectors of two textures T , S is computed using Minkow-
ski norms (p-norms) L1 , L0.2 , defined in (2.2), or fuzzy contrast FC3 proposed by Santini
and Jain (1999). The norms L1 , L0.2 are preferred to usual L2 , because they are more
robust (Jacobs et al., 2000), while L2 is sensitive to variation of even a single feature f` .

Fuzzy contrast FCab models features as predicates in fuzzy logic using sigmoid truth
function τ . Subsequently, the dissimilarity of two feature vectors is defined as

FCab (T, S) = m−

{
m∑
`=1

min
{
τ(f (T )

` ), τ(f (S)
` )

}
− a

m∑
`=1

max
{
τ(f (T )

` )− τ(f (S)
` ), 0

}
− b

m∑
`=1

max
{
τ(f (S)

` )− τ(f (T )
` ), 0

}}
, (3.24)

τ(f`) =
(

1 + exp
(
−f` − µ(f`)

σ(f`)

))−1

,

where m is the feature vector size, f
(T )
` and f

(S)
` are the `-th components of feature

vectors of textures T and S, respectively. µ(f`) and σ(f`) are average and standard
deviation of the feature f` computed over all textures in the database. It is worth to
note that FCab is not a metric, because it does not hold FCab(T, T ) = 0 and it
is not necessary symmetrical. However, we use only its symmetrical form FC3 , where
a = b = 3 .

In experiments with texture classification (Chapter 6), we use the simple k-Nearest
Neighbours (k-NN) classifier, which classifies a texture according to majority of k-nearest
training samples. The distance to training samples is computed with L1 , L0.2 , or FC3

dissimilarity measures. However, a more elaborate classifier can be used, either trained
directly from feature vectors as Support Vector Machine (SVM) (Cortes and Vapnik,
1995; Cristianini and Taylor, 2000) or from the dissimilarities (Pekalska and Duin, 2002;
Pekalska et al., 2006). In image retrieval applications, we retrieve a given number of
images that are nearest according to one of the previous dissimilarities.

3.3 Discussion

All the previously described MRF models are estimated on the levels of Gaussian down-
sampled pyramid, because it enables to capture larger spatial relations in a texture.
An alternative method is a texture analysis by means of models with larger contex-
tual neighbourhoods. Unfortunately, parameters of such larger models tend to be more
sensitive and they can fluctuate with insignificant changes in a texture. On contrary,
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3.3 Discussion

models on the Gaussian pyramid are more robust, because Gaussian smoothing and
down-sampling suppress insignificant details. Moreover, models on the Gaussian pyra-
mid are more efficient, since the computational complexity is polynomial with respect
to radius of contextual neighbourhood.

In our texture recognition or retrieval applications, we use models with a fixed con-
textual neighbourhood Ir for all processed textures. Although different optimal neigh-
bourhood could be found for each texture (3.12), it would be difficult to compare the
model parameters for different neighbourhoods. It is also possible to estimate the model
parameters for different neighbourhood sizes and combine them in a feature vector. The
parameters of a model with smaller neighbourhood I ′r can be efficiently estimated during
the estimation of model with neighbourhood Ir , if I ′r ⊂ Ir . See Haindl and Šimberová
(1995) for more details.

The final remark concerns monospectral (grey-scale) textures. They can be either
modelled as a single spectral textures or the models can be estimated on the gradient
image ∇Yr = [∂Yr∂r1

, ∂Yr∂r2
]T , which enlarge feature vector and simplifies the modelling.

Additionally, the gradient image is more robust to illumination changes. Moreover, it
will be derived (Section 4.3) that the part of feature vector which include only features
As , ∀s ∈ Ir is invariant to simple brightness changes. However, full invariants to
illumination colour, brightness and other conditions will be derived in the following
chapter.
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Chapter 4

Illumination Invariance

Illumination conditions of an image acquisition can change due to various reasons. In our
approach, we allow changes of brightness and spectrum of illumination sources, and we
derive illumination invariants based on the textural features from the previous chapter.
It enables us to create textural representation, which is invariant to illumination colour
brightness (Vacha and Haindl, 2007a, 2010a).

We assume that a textured surface is illuminated with several illumination sources
and that positions of viewpoint and illumination sources remain unchanged. We start
with the assumption of a single illumination, which is far enough to produce uniform illu-
mination, and planar Lambertian surfaces with varying albedo and surface texture nor-
mal. However, these restrictive assumptions will be further relieved to incorporate more
illumination sources, nonuniform illumination, and surfaces with a natural reflectance
model. Still, the assumption of fixed illumination positions might sound limiting. Never-
theless, our experiments with natural and artificial surface materials (Sections 6.1.3 and
6.1.4) show that the derived features are very robust even if the illumination positions
changes dramatically.

4.1 Illumination models

Let us assume that a textured Lambertian (ideally diffuse) surface is illuminated with
one uniform illumination. The value acquired by the j-th sensor at the pixel location r
can be expressed as

Yr,j =
∫

Ω
E(ω)S(r, ω)Rj(ω) dω , (4.1)

where ω is wavelength, E(ω) is the spectral power distribution of a single illumination,
S(r, ω) is a Lambertian reflectance coefficient at the position r, Rj(ω) is the j-th sensor
response function, and the integral is taken over the visible spectrum Ω. The Lambertian
reflectance term S(r, ω) depends on surface normal, illumination direction, and surface
albedo.
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Chapter 4. Illumination Invariance

Following the works of Finlayson (1995); Healey and Wang (1995) we approximate
the surface reflectance S(r, ω) by a linear combination of a fixed basis of functions sc(ω):

S(r, ω) =
C∑
c=1

dr,c sc(ω) . (4.2)

The functions sc(ω) are optimal basis functions that represent the data. The method
for finding suitable basis was introduced by Marimont and Wandell (1992). They also
concluded that, given the human receptive cones, a 3-dimensional basis set is sufficient to
model colour observations. However, finding such basis set is not needed in our method,
because the key assumption is only its existence. Provided that j = 1, . . . , C sensor
measurements are available, the acquired values can be approximated by

Yr,j ≈
C∑
c=1

dr,c

∫
Ω
E(ω) sc(ω)Rj(ω) dω ,

Yr = B′dr ,

where dr = [dr,1, . . . , dr,C ]T and B′ is a C ×C matrix composed of the integral values.
An image of the same scene illuminated with a different spectrum Ẽ(ω) is composed of

Ỹr,j ≈
C∑
c=1

dr,c

∫
Ω
Ẽ(ω) sc(ω)Rj(ω) dω ,

Ỹr = B̃′dr ,

where B̃′ is a C ×C matrix. Consequently, the two images Ỹ , Y acquired with different
illumination brightness or spectrum can be transformed to each other by the linear
transformation:

Ỹr = B Yr ∀r , (4.3)

which is same for all the pixels. If we change the response functions of receptors Rj(ω)
instead of changes of illumination spectrum E(ω) , the derivation is almost the same and
the formula (4.3) holds again.

Multiple illumination sources

The linear model (4.3) is valid even for several illumination sources with variable spec-
tra provided that the spectra of all sources are the same and the positions of the illu-
mination sources remain fixed. Let S(p)(r, ω) denotes Lambertian reflectance coefficient
corresponding to the p-th illumination and P is the number of illumination sources. The
acquired values Yr,j can be expressed and approximated as

Yr,j =
P∑
p=1

∫
Ω
E(ω)S(p)(r, ω)Rj(ω) dω ≈

P∑
p=1

C∑
c=1

d(p)
r,c

∫
Ω
E(ω) sc(ω)Rj(ω)dω ,

Yr = B′
P∑
p=1

d(p)
r ,
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4.1 Illumination models

where d
(p)
r,c are respective coefficients from approximation (4.2). Consequently, the image

acquired with a different illumination spectrum is expressed and related as

Ỹr = B̃′
P∑
p=1

d(p)
r ,

Ỹr = B̃′B′
−1
Yr ,

where the second row complies with formula (4.3). However, illuminations with different
spectra would break this relation (see Appendix A.1 for more details).

Natural illumination model

The surface reflectance can be further generalized to the natural model of Bidirectional
Texture Function (BTF) (Dana et al., 1999), where the surface reflectance is function of
surface position, wavelength, incoming and outgoing light directions. Let L(r, ω, vi, vo) is
the surface reflectance, vi is illumination direction and vo viewing direction then equation
(4.1) becomes

Yr,j =
∫

Ω
E(ω)L(r, ω, vi, vo)Rj(ω) dω . (4.4)

On the condition that Q is an arbitrary number of reflectance components in the re-
flectance model (e.g. Lambertian component, different isotropic or anisotropic spectac-
ular components) and each component is separable in ω, the reflectance can be decom-
posed and approximated (Vacha et al., submitted):

L(r, ω, vi, vo) =
Q∑
q=1

L(q)(r, ω, vi, vo) =
Q∑
q=1

Λ(q)(r, vi, vo) Ṡ(q)(r, ω) (4.5)

≈
Q∑
q=1

Λ(q)(r, vi, vo)
C∑
c=1

d(q)
r,c sc(ω) =

C∑
c=1

sc(ω)
Q∑
q=1

d(q)
r,c Λ(q)(r, vi, vo) ,

where the first row is the separation of ω variable, Λ(q)(r, vi, vo) is the q-th reflectance
component at position r dependent on the angles, while Ṡ(q)(r, ω) is the reflectance
dependent on ω. The second row is again approximation with optimal basis functions
sc(ω) (4.2). Substitution into (4.4) provides equations for the images with a different
illumination spectrum:

Yr = B′
∑Q

q=1
d(q)
r Λ(q)(r, vi, vo) = B′d′r ∀r ,

Ỹr = B̃′
∑Q

q=1
d(q)
r Λ(q)(r, vi, vo) = B̃′d′r ∀r ,

which is in accordance with the linear model (4.3). For a fixed position r, the func-
tion

∑Q
q=1 Λ(q)(r, vi, vo) becomes the well-known Bidirectional Reflectance Distribution

Function (BRDF) (Nicodemus et al., 1977). Obviously, the previous illumination model
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Chapter 4. Illumination Invariance

includes simpler models as dichromatic reflection model (Shafer, 1985) or the well-known
Phong reflection model.

The assumption of wavelength separability in (4.5) neglects effects, where the colour
of surface depends on viewing or illumination angle. An example of the material with
such effect is a furry textile, where the colour of fur is different from the colour of base
textile. Consequently, we see either hairs or base textile depending on view angle and
position of hairs.

Naturally, the linear model (4.3) includes all other colour models, which can be trans-
formed linearly, i.e. CIE XYZ, opponent colours, Gaussian colour model (Geusebroek
et al., 2003) when computed from RGB images, and YCbCr used in video coding.

Other illumination effects

We briefly review illumination related effects, which are not considered in the previous
models and therefore they might be either approximated or completely neglected if they
cannot fit in the linear model (4.3).

We considered opaque surfaces and their reflectance, which is the process when the
incident light is immediately radiated without change of frequency. (However different
frequencies are reflected or absorbed in different amount.) The BTF model includes inter-
reflections and sub-surface light scattering, but they cannot be separated and examined
separately. The previous illumination models do not account for polarisation effects.

Unlike reflectance, the fluorescence or phosphorescence is the process when the energy
of incident light is absorbed and subsequently emitted at different wavelength. Accord-
ing to Kasha-Vavilov rule, the emitted wavelength does not depend on the excitation
wavelength for most of fluorescent substances (Turro, 1978). However, different incident
wavelength carries a different amount of energy, which results in different intensity of
emitted light. The appearance of purely florescent surfaces under different illumination
spectra can be represented by the linear model (4.3). Unfortunately, the transforma-
tion matrix B would be different for fluorescence and reflectance. Therefore a common
matrix B cannot model the appearance change of both fluorescent and simple reflec-
tive surfaces in one image and it cannot model appearance of surfaces, which exhibit
combination of fluoresce and reflectance.

4.2 Colour invariants

Colour invariant features are derived from the MRF textural representation on condition
that images with different illumination are related by linear relation (4.3) and the trans-
formation matrix B is regular (Vacha and Haindl, 2007a, 2010b). As we have shown,
linear relation (4.3) comprises changes of colour and brightness of illumination source.

The colour invariants are derived for all three representations introduced in Chap-
ter 3, we start with the derivation for the 3D CAR model, followed by 2D CAR and
GMRF. In general, statistics, parameters and other variables corresponding to another
illumination are denoted with ( ·̃ ) accent.
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4.2 Colour invariants

4.2.1 3D causal autoregressive random field

Let us assume that two images Y , Ỹ with different illumination are related by (4.3).
Consequently, the model data vectors (3.3) of 3D CAR model (3.4) are also related by
the linear transformation

Z̃r = ∆Zr ∀r , (4.6)

where ∆ is the Cη × Cη block diagonal matrix with blocks B on the diagonal. By
substituting Ỹr , Z̃r into the parameter estimate of 3D CAR model (3.6), we can derive
corresponding statistics for different illumination, which are denoted with ( ·̃ ) accent:

Ṽyy(t−1) ≈
t−1∑
r=1

BYr Yr
TBT = BVyy(t−1)B

T , (4.7)

Ṽzz(t−1) ≈
t−1∑
r=1

∆Zr ZrT∆T = ∆Vzz(t−1)∆
T , (4.8)

Ṽzy(t−1) ≈
t−1∑
r=1

∆Zr YrTBT = ∆Vzy(t−1)B
T . (4.9)

The previous relations are approximations, not equations, because prior matrix V0 do
not follow the liner relation (4.3). It can be either corrected by modification of prior V0 or
simply neglected if enough data is available. Moreover, the relations (4.7) – (4.9) became
equations for Least Square parameter estimate (3.9). Subsequently, the substitution into
parameter estimates (3.5) and (3.7) produces following relations of model parameters
for different illuminations:

˜̂γTt−1 ≈ (∆T )−1V −1
zz(t−1)∆

−1∆Vzy(t−1)B
T

= (∆T )−1γ̂Tt−1B
T , (4.10)

λ̃t−1 ≈ BVyy(t−1)B
T −BV T

zy(t−1)∆
T (∆T )−1V −1

zz(t−1)∆
−1∆Vzy(t−1)B

T

= B
(
Vyy(t−1) − V T

zy(t−1)V
−1
zz(t−1)Vzy(t−1)

)
BT

= Bλt−1B
T . (4.11)

The same relation can by verified for the recursive parameter update (3.8):

˜̂γTt = (∆T )−1γ̂Tt−1B
T +

(∆T )−1V −1
zz(t−1)∆

−1∆Zt(BYt −Bγ̂t−1∆−1∆Zt)T

1 + ZTt ∆T (∆T )−1V −1
zz(t−1)∆

−1∆Zt

= (∆T )−1γ̂Tt−1B
T +

(∆T )−1V −1
zz(t−1)Zt(Yt + ZTt V

−1
zz(t−1)Zt)

TBT

1 + ZTt V
−1
zz(t−1)Zt
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≈ (∆T )−1

(
γ̂Tt−1 +

V −1
zz(t−1)Zt(Yt − γ̂t−1Zt)T

1 + ZTt V
−1
zz(t−1)Zt

)
BT

= (∆T )−1γ̂Tt B
T .

Since γ̂t is composed of submatrices As , the 3D CAR model parameters for different
illuminations are related by

Ãs = BAsB
−1 , λ̃t = B λtB

T , ∀s ∈ Ir , ∀t ∈ I . (4.12)

Colour invariant textural features

As a direct consequence of formulas (4.12), (4.3), (4.6), and (4.8), the following features
can be proved to be colour invariant (Vacha and Haindl, 2007a):

1. trace: trAs , ∀s ∈ Ir ,

2. eigenvalues: νs,j of As , ∀s ∈ Ir , j = 1, . . . , C ,

3. α1 = 1 + ZTt V
−1
zz(t) Zt ,

4. α2 =
√ ∑
∀r∈I

(Yr − γ̂tZr)T λ−1
t (Yr − γ̂tZr) ,

5. α3 =
√ ∑
∀r∈I

(Yr − µ)T λ−1
t (Yr − µ) , µ is the mean value vector of Yr ,

These colour invariants use linear relation (4.3), which could be considered too gen-
eral for some applications, because it allows mutual swaps of sensors or spectral planes.
In that case, matrix B can be restricted to a diagonal matrix, which models illumina-
tion change as multiplication of each spectral plane. For the diagonal B, the formula
B−1AsB do not change the diagonal elements of As . Therefore we can alternatively
define invariants νs,j :

2′. diagonals: νs = diagAs , ∀s ∈ Ir .

This alternative definition of νs,j should be preferred if the decorrelation of image spec-
tral planes (K-L transformation) is employed before the estimation of texture model.
Otherwise, the definition with eigenvalues would cancel the decorrelation effect.

We also provide an alternative definition of α1 , which is supposed to be more robust,
because it do not depend on the single pixel neighbourhood Zt :

3′. α1′ =
√
µ(Zr)T V −1

zz(t) µ(Zr) , where µ(Zr) =
∑
∀r∈I

Zr
|I| is the mean of data vector

obtained by the repetition of µ(Yr) : µ(Zr) = [µ(Y T
r ) : m = 1 . . . |Ir| ]T .

We did not use the sum of α1 invariants computed at all pixel positions, because the
formula

∑
t∈I Z

T
t V

−1
zz(t)Zt is approximately constant for the given neighbourhood and

the number of analysed pixels.
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4.2 Colour invariants

Determinant based colour invariants

Additional colour invariant can be derived from determinants |Vyy(t−1)| , |Vzz(t−1)| , and
|λt−1| , which relations implies from equations (4.7), (4.8), and (4.11):

|Ṽyy(t−1)| ≈ |B Vyy(t−1)B
T | = |Vyy(t−1)| |B|2 , (4.13)

|Ṽzz(t−1)| ≈ |∆Vzz(t−1) ∆T | = |Vzz(t−1)| |∆|2 = |Vzz(t−1)| |B|2η , (4.14)

|λ̃t−1| ≈ |B λt−1B
T | = |λt−1| |B|2 . (4.15)

Consequently, the following formulas extend the previous set of colour invariants (Vacha
and Haindl, 2010a):

6. β1 = ln
(
ψ(r)C

ψ(t)C
|λt| |λr|−1

)
,

7. β2 = ln
(
ψ(r)C

ψ(t)C

∣∣Vzz(t)∣∣ ∣∣Vzz(r)∣∣−1
)
,

8. β3 = ln
(∣∣Vzz(t)∣∣ |λt|−η) ,

9. β4 = ln
(∣∣Vzz(t)∣∣ ∣∣Vyy(t)

∣∣−η) ,

10. β5 = tr
{
Vyy(t) λ

−1
t

}
.

Let us also consider the impact of illumination change on the pixel prediction probability
p
(
Yt|Y (t−1)

)
(3.11) and ln p

(
Y (t−1)|M`

)
(3.12) used in optimal model selection. After

substitution of relations (4.3), (4.6), (4.8), (4.10), (4.14), and (4.15), we acquire:

p
(
Ỹt|Ỹ (t−1)

)
=

Γ
(
ψ(t)−Cη+C+2

2

)
Γ
(
ψ(t)−Cη+2

2

)
π
C
2

(
1 + ZTt ∆T (∆T )−1V −1

zz(t−1)∆
−1∆Zt

)C
2

1

|λt−1|
1
2 |B|

(
1 +

(
BYt −Bγ̂t−1∆−1∆Zt

)T (BT )−1λ−1
t−1B

−1

1 + ZTt ∆T (∆T )−1V −1
zz(t−1)∆

−1∆Zt(
BYt −Bγ̂t−1∆−1∆Zt

)
1

)ψ(t)−Cη+C+2
2

= p
(
Yt|Y (t−1)

)
|B|−1
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Chapter 4. Illumination Invariance

ln p
(
Ỹ (t−1)|M`

)
= K1(ψ(t−1))− C

2
ln
∣∣Vzz(t−1)

∣∣ − C

2
ln |B|2η +

C2η

2
lnπ

− ψ(t)− Cη + C + 1
2

ln |λt−1| −
ψ(t)− Cη + C + 1

2
ln |B|2

+
C∑

m=1

[
ln Γ

(
ψ(t)− Cη + C + 2−m

2

)
− ln Γ

(
ψ(0)− Cη + C + 2−m

2

)]
= ln p

(
Y (t−1)|M`

)
− (ψ(t) + C + 1) ln |B|

Let us define:

11. β6 = ln
( ∑
∀r∈I

1
|I|p

(
Yr|Y (r−1)

) ∣∣Vyy(t)

∣∣ 12) ,

12. β7 = ln
(

ln p
(
Y (t)|M`

)
+ (ψ(t+ 1) + C + 1) ln

∣∣Vyy(t)

∣∣) .

Alternatively, terms including function Γ(x) can be omitted during computation of in-
variants β6 , β7, which speeds up their computation. Since the terms with Γ(x) function
do not depend on pixel values, their omission almost does not effect the results (see
experiment in Section 6.1.4). Instead of the logarithm, we can use an alternative nor-
malisation of invariants β1 – β5 based on the geometric mean:

13. β8 =
(
ψ(r)C

ψ(t)C
|λt| |λr|−1

) 1
2C

,

14. β9 =
(
ψ(r)C

ψ(t)C

∣∣Vzz(t)∣∣ ∣∣Vzz(r)∣∣−1
) 1

2Cη
,

15. β10 =
(∣∣Vzz(t)∣∣ |λt|−η) 1

2C ,

16. β11 =
(∣∣Vzz(t)∣∣ ∣∣Vyy(t)

∣∣−η) 1
2C

,

17. β12 =
√∣∣Vyy(t)

∣∣ |λt|−1 .

Invariants α1 – α3 , α1′ , β3 – β7 , β10 – β12 are computed with Vzz(t) , Vyy(t) , λt
estimates from all the image pixels, it means t equal to the last pixel position. However,
they can be computed from actual estimates at each pixel position as well, which is
useful in texture segmentation. Invariants β1 , β2 , β8 , and β9 are computed from Vzz(r) ,
λr estimates at different positions r, t in the texture, e.g. first and last pixel position.

If the assumption of texture homogeneity is considered, the invariants β1 , β2 , β8 ,
and β9 are necessary constant. Therefore, these invariants can be regarded as condensed
indicators of texture homogeneity.

An intuitive interpretation of the other invariants is quite difficult. The invariants
α2 , α3 are based the statistic λ which is made illumination invariant. The statistic λ is
used in the estimation of noise and actually it expresses the model ability to explain the

44



4.2 Colour invariants

data. Furthermore, the invariants β4 , β11 are the ratios of correlations in the data vectors
to correlations in the pixel vectors, which we consider to be a measure of dependency in
the contextual neighbourhood.

4.2.2 2D causal autoregressive random field

Invariants for the 2D CAR model are formally same as the invariants for 3D CAR
model, with the difference that they are computed for each spectral plane separately. It
was shown that a set of 2D CAR models can be stacked to the form of 3D model (3.4),
with restriction to diagonal matrices As . Additionally, the linear relation (4.3) have to
be restricted to a diagonal matrix B = diag[b1, . . . , bC ] , because two dimensional models
are not able to model interspectral relations.

For the 2D CAR model (3.13), relations of image value vectors Yr and model data
vectors Zr can be expressed for each spectral plane separately, ∀j = 1, . . . , C :

Ỹr,j = bjYr,j , (4.16)

Z̃r,j = bjZr,j , (4.17)

Thus, the statistics (3.15) for images with different illuminations are related as:

Ṽyy(t−1),j ≈
t−1∑
r=1

bjYr,j Yr,j
T bj = Vyy(t−1),j b

2
j , (4.18)

Ṽzz(t−1),j ≈
t−1∑
r=1

bjZr,j Zr,j
T bj = Vzz(t−1),j b

2
j , (4.19)

Ṽzy(t−1),j ≈
t−1∑
r=1

bjZr,j Yr,j
T bj = Vzy(t−1),j b

2
j , (4.20)

so as their determinants:

|Ṽyy(t−1),j | ≈ |Vyy(t−1),j | b2j , |Ṽzz(t−1),j | ≈ |Vzz(t−1),j | b
2η
j . (4.21)

Subsequently, the substitution into parameter estimates (3.14) and (3.16) produces the
following relations:

˜̂γTt−1,j ≈ V −1
zz(t−1),j b

−2
j Vzy(t−1),j b

2
j

= γ̂Tt−1,j , (4.22)

λ̃t−1,j ≈ Vyy(t−1),j b
2
j − V T

zy(t−1),j b
2
j V
−1
zz(t−1),j b

−2
j Vzy(t−1),j b

2
j

= λt−1,j b
2
j . (4.23)

Consequently, equations (4.12) hold again and matrices B, As are diagonal. Contrary to
the 3D CAR model, model parameters As of 2D CAR are already colour invariant (see
formula (4.22)) and it is not necessary to transform them into a illumination invariant
form. However, this is a consequence of the stronger assumption of diagonal matrices As
and diagonal matrix B, which are necessary for 2D model.
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Chapter 4. Illumination Invariance

Colour invariant textural features

Formulas (4.16) – (4.23) produce the same set of colour invariants as the invariants for
3D model. Since the invariants α1 – α3 , α1′ , β1 – β12 , belong to a single model, they are
computed for each spectral plane separately. The following features are colour invariant
(Vacha and Haindl, 2007a), ∀j = 1, . . . , C :

1. trace: trAs , ∀s ∈ Ir ,

2. eigenvalues: νs,j of As or diagonals: νs = diagAs , ∀s ∈ Ir ,

3. α1,j = 1 + ZTt,j V
−1
zz(t),j Zt,j , or

α1′,j = µ(Zr,j)T V −1
zz(t),j µ(Zr,j) , where µ(Zr,j) =

∑
∀r∈I

Zr,j
|I| .

4. α2,j =
√ ∑
∀r∈I

λ−1
t,j (Yr,j − γ̂t,jZr,j)2 ,

5. α3,j =
√ ∑
∀r∈I

λ−1
t,j (Yr,j − µj)2 , µj is the mean value of vector Yr,j ,

and corresponding invariants based on determinants:

β1,j = ln
(
ψ(r)
ψ(t) |λt,j | |λr,j |

−1
)
, β8,j =

(
ψ(r)
ψ(t) |λt,j | |λr,j |

−1
) 1

2
,

β2,j = ln
(
ψ(r)
ψ(t)

∣∣Vzz(t),j∣∣ ∣∣Vzz(r),j∣∣−1
)
, β9,j =

(
ψ(r)
ψ(t)

∣∣Vzz(t),j∣∣ ∣∣Vzz(r),j∣∣−1
) 1

2η
,

β3,j = ln
(∣∣Vzz(t),j∣∣ |λt,j |−η) , β10,j =

(∣∣Vzz(t),j∣∣ |λt,j |−η) 1
2 ,

β4,j = ln
(∣∣Vzz(t),j∣∣ ∣∣Vyy(t),j

∣∣−η) , β11,j =
(∣∣Vzz(t),j∣∣ ∣∣Vyy(t),j

∣∣−η) 1
2
,

β5,j = Vyy(t),j λ
−1
t , β12,j =

√∣∣Vyy(t),j

∣∣ |λt,j |−1 ,

β6,j = ln

(∑
∀r∈I

1
|I|

p
(
Yr,j |Y (r−1),j

) ∣∣Vyy(t),j

∣∣ 12) ,

β7,j = ln
(

ln p
(
Y (t),j |M`

)
+ (ψ(t+ 1) + 2) ln

∣∣Vyy(t),j

∣∣) .

Again, invariants α1,j – α3,j , α1′,j , β3,j – β7,j , β10,j – β12,j are computed with Vzz(t),j ,
Vyy(t),j , λt,j estimates from all the image pixels, it means t equal to the last pixel
position.

The definition νs = diagAs (item 2. in the list above) should be used for the 2D
CAR model preceded with K-L transformation, otherwise the order of K-L components
would be mixed up. The reason is that computation of eigenvalues reorders the spectral
planes and therefore the order of spectral planes in νs may not correspond for different
s ∈ Ir . Alternatively, if the invariance to mutual swap of spectral planes is required, the
invariants differing in spectral planes (e.g. α1,1, . . . , α1,C) should be sorted according to
their values.
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4.2 Colour invariants

If K-L transformation is used with the 2D CAR model, the invariance is provided to
the transformed decorrelated values, for which diagonal matrix B is sufficient. However,
the real illumination effects (modelled by (4.3)) occur before K-L transformation and
they can result in different K-L components estimate. This might be either disadvantage
or advantage, because we can exploit the ordering of K-L components, which are sorted
according to the variance. Alternatively to K-L transformation, R,G,B colour values
can be projected into opponent colour space, which components are independent with
respect to human perception. The transformation into opponent colour space is also
linear.

4.2.3 2D Gaussian Markov random field

Colour invariants, similar to those for 3D and 2D CAR models, can be derived also for
GMRF model. As it was mention in Section 3.1.5, a set of GMRF models for different
spectral planes can be stacked together to produce a 3D relation (3.4). We further assume
that images Y , Ỹ with different illumination are linearly related, where transformation
matrix B is again restricted to a diagonal matrix (4.16). The reason is that a set of two
dimensional GMRF models is not able to model interspectral relations.

Substitution into GMRF parameter estimates (3.19) and (3.20) produce the following
relations, ∀j = 1, . . . , C :

˜̂γTj =

[∑
∀r∈I

bjZr,j Z
T
r,jbj

]−1 ∑
∀r∈I

bjZr,j Yr,jbj

= γ̂Tj , (4.24)

˜̂σ2
j =

1
|I|
∑
∀r∈I

(bjYr,j − γ̂j Zr,jbj)2

= b2j σ̂
2
j . (4.25)

Alternatively, it can be expressed in matrix notation (3.23) as

Ãs = BAsB
−1 = As ∀s ∈ Ir , ˆ̃Σ = B Σ̂BT , (4.26)

where all included matrices are diagonal. The model statistics (3.21) for different illumi-
nations are related as

Ṽyy,j =
∑
∀r∈I

bjYr,j Yr,jbj = Vyy,j b
2
j , |Ṽyy,j | = |Vyy,j | b2j , (4.27)

Ṽzz,j =
∑
∀r∈I

bjZr,j Z
T
r,jbj = Vzz,j b

2
j , |Ṽzz,j | = |Vzz,j | b2ηj . (4.28)
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Colour invariant textural features

The colour invariants for GMRF model include trAs and νs derived for CAR models
and modified version of α2 , α3 (Vacha and Haindl, 2007a). They are consequences of
relations (4.26), (4.3), (4.6), and they hold for j = 1, . . . , C :

1. trace: trAs , ∀s ∈ Ir ,

2. eigenvalues: νs,j of As or diagonals: νs = diagAs , ∀s ∈ Ir ,

3. α2,j =
√

1
|I|
∑
∀r∈I

σ̂−2
j (Yr,j − γ̂jZr,j)2 ,

4. α3,j =
√

1
|I|
∑
∀r∈I

σ̂−2
j (Yr,j − µj)2 , µj is the mean value of Yr,j .

Naturally, it possible to derive counterparts of β1 – β12 invariants for GMRF model
(Vacha and Haindl, 2010a). Let as denote absolute value of determinant abs |Vzz| , other-
wise absolute values are denoted with the same symbol as determinant | · | . The following
invariants are similar to their 2D CAR counterparts with difference that abs |Vzz| have
to be used instead of |Vzz| , because Vzz is not always positive definite in the GMRF
model. Invariants β7 and β8 do not have their GMRF counterparts. Finally, the previous
set of colour invariants for the GMRF model is extended with the following invariants,
which are computed for each spectral plane j separately, j = 1, . . . , C :

5. β1,j = ln
(∣∣∣σ̂2(I)

j

∣∣∣ ∣∣∣σ̂2(I1)
j

∣∣∣−1
)

,

6. β2,j = ln
(

abs
∣∣∣V (I)
zz,j

∣∣∣ abs
∣∣∣V (I1)
zz,j

∣∣∣−1 |I1|η
|I|η

)
,

7. β3,j = ln
(

abs
∣∣∣V (I)
zz,j

∣∣∣ ∣∣∣σ̂2(I)
j

∣∣∣−η |I|−η) ,

8. β4,j = ln
(

abs
∣∣∣V (I)
zz,j

∣∣∣ ∣∣∣V (I)
yy,j

∣∣∣−η) ,

9. β5,j = V
(I)
yy,j σ̂j

−2(I) |I|−1 ,

where |V (I)
zz,j | and |V (I1)

zz,j | are statistics (4.28) computed on all image lattice I and its

sublattice I1 , respectively. Analogically, σ̂
2(I)
j and σ̂

2(I1)
j are estimates of σ2

j on I and
I1 , respectively. Instead of the logarithm, we can use an alternative normalisation of
invariants β1,j – β5,j based on the geometric mean:

10. β8,j =
(∣∣∣σ̂2(I)

j

∣∣∣ ∣∣∣σ̂2(I1)
j

∣∣∣−1
) 1

2

,
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4.3 Local intensity changes

11. β9,j =
(

abs
∣∣∣V (I)
zz,j

∣∣∣ abs
∣∣∣V (I1)
zz,j

∣∣∣−1 |I1|η
|I|η

) 1
2η

,

12. β10,j =
(

abs
∣∣∣V (I)
zz,j

∣∣∣ ∣∣∣σ̂2(I)
j

∣∣∣−η |I|−η) 1
2

,

13. β11,j =
(

abs
∣∣∣V (I)
zz,j

∣∣∣ ∣∣∣V (I)
yy,j

∣∣∣−η) 1
2

,

14. β12,j =

√∣∣∣V (I)
yy,j

∣∣∣ ∣∣∣σ̂2(I)
j

∣∣∣−1
|I|−1 .

The invariants β1,j , β2,j , β8,j , β9,j were computed from Vzz,j , σ̂2
j estimates in different

regions I1 , I in the texture, e.g. beginning and all image.
Similarly to the 2D CAR model, the definition νs = diagAs (item 2.) should be

used with the GMRF model preceded with K-L transformation. Additional invariance
to mutual swap of spectral planes can be provided by sorting of corresponding invariants
(e.g. α1,1, . . . , α1,C).

4.3 Local intensity changes

All previous colour invariants were derived with the assumption of uniform illumination.
We show that most of them are also invariant to locally constant intensity changes,
which can be caused by cast shadows or objects with more textured planar surfaces.

Let us start with an auxiliary construction, which do not include intensity changes
for now. We assume that a textured image is composed of n copies of the same small
texture tile S, which is homogeneously illuminated. The tiles are placed side by side
to cover the whole image lattice I (Fig. 4.1). Using the formula (3.5), the relation of
parameter estimate on the tile γ̂(S) and the estimate on the whole image γ̂(I) is

γ̂(S) =
(
V (S)
zz

)−1 (
V (S)
zy

)
≈

(∑
r∈S

ZrZ
T
r

)−1(∑
r∈S

ZrY
T
r

)
,

γ̂(I) =
(
V (I)
zz

)−1 (
V (I)
zy

)
≈

(∑
r∈I

ZrZ
T
r

)−1(∑
r∈I

ZrY
T
r

)

≈

(
n
∑
r∈S

ZrZ
T
r

)−1(
n
∑
r∈S

ZrY
T
r

)
(4.29)

= γ̂(S) ,

where the first approximations ignores prior information and the last approximation
(4.29) discards statistics at seams of the tiles. If the tiles are seamless the equation is
precise. Consequently, if tiles are sufficiently large, the contribution of seam statistics
decreases and parameter estimate γ̂ is almost the same for the tile and the whole image.

49



Chapter 4. Illumination Invariance

S S S

S S S

S SS

Figure 4.1: Example of image coverage with texture tiles S.

Let us suppose that a modified image is composed of the same texture tiles S, where
the `-th texture tile is modified by the multiplication of all its pixels with some con-
stant b`. This simulates locally constant intensity changes in the image. The parameter
estimate become

˜̂γ
(I)

=
(
Ṽ (I)
zz

)−1 (
Ṽ (I)
zy

)
≈

(∑
r∈I

Z̃rZ̃
T
r

)−1(∑
r∈I

Z̃rỸ
T
r

)

≈

((
n∑
`=1

b2`

)∑
r∈S

ZrZ
T
r

)−1(( n∑
`=1

b2`

)∑
r∈S

ZrY
T
r

)
= γ̂(S) , (4.30)

where ˜̂γ
(I)

, Z̃r , Ỹr , Ṽ (I)
zz are related to the illumination modified image. The last approx-

imation again discards the seam statistics, which additionally includes local illumination
changes. The previous assumption of the tile composed image can be further weaken. The
image tiles could be even different on condition that the correlation statistics

∑
r∈S ZrZ

T
r

and
∑

r∈S ZrY
T
r remain the same, which is implicated by the homogeneous property of

textures; natural examples are stochastic textures. The equation (4.30) instantly implies
that illumination invariants trAs , νs,j are approximately invariant to local intensity
changes. Analogically, it can be proved for the invariants α2 , β3 – β5 , and β10 – β12

(see Appendix Section A.2).
In fact, the previous model of invariance to local intensity changes includes indepen-

dence to size of texture sample (more data, not scale), it is a special case for b` = 1 ,
` = 1, . . . , n . Almost all previously derived colour invariants: α1′ – α3 , β1 – β5 , β8 – β12

comply with this independence to sample size. Exceptions are β6 and β7, which depend
on texture sample size, because probabilities p(Ỹr|Ỹ (r−1)) (3.11) and ln p(Ỹ (t)|M`)
(3.12) include non-linear functions of the number of previously analysed data, e.g. power
to ψ(t). Of course, a texture sample with sufficient size is required for a reliable estima-
tion of the textural features and subsequent invariants.

The last consequance of equation (4.30) concerns the textural features without il-
lumination invariants, described in Sections 3.1.3, 3.1.4, and 3.1.5. The part of feature
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vector that include only textural features As , ∀s ∈ Ir is invariant to simple linear
brightness changes. However, illumination colour changes require the invariants derived
in this section.

4.4 Discussion

Implementation of illumination invariant features is straightforward and efficient, be-
cause most of the used statistics are computed during the parameter estimation process.
It is advantageous to compute invariants β1 – β10 from Cholesky decomposition of V −1

zz ,
which is used in parameter estimation process and which allows efficient computation
of |Vzz|

1
n and ln |Vzz| without risk of overflow. Because the ordering of eigenvalues is

arbitrary in general, the eigenvalues νs,j are ordered according to their absolute values
for the particular s and j = 1 . . . C.

To summarize the contribution of the previous colour invariants: they are used to
transform MRF textural features (Section 3.1) into a colour invariant form. The proposed
invariants are computed from the model parameter estimates, which are computed at
each pyramid level of the Gaussian pyramid. Finally, the invariants from all pyramid
levels are concatenated to form a common feature vector. Unfortunately, numeric scale of
invariants (especially β`) may differ significantly, therefore the invariants should be used
together with norms or classifiers that normalises the range of features, e.g. FC3 (3.24).

Although generally, illumination invariance is a beneficial property of textural fea-
tures, it is necessary to verify that the invariants have retained the dicriminability.
Otherwise, the features would be useless despite their illumination invariance. The abil-
ity of the proposed invariants to discriminate among textures is confirmed in texture
recognition tests in Sections 6.1.

In addition to illumination invariance, the features α1′ – α3 , β1 – β12 may be also ro-
tation invariant, but it depends on the shape of used contextual neighbourhood Ir . The
overall textural representation is not rotation invariant due to trAs , νs,j features. Ro-
tation invariant texture recognition and combined rotation and colour invariant features
are introduced in the next chapter.
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Chapter 5

Rotation Invariance

Our concern is the recognition of materials and their in-plane rotations, which are ro-
tations with the rotation axis perpendicular to material surface. In principle, there are
three approaches how to deal with different orientation of textures. The first way, known
as exhaustive search, generates all possible rotations of the input texture and finds the
best match over all its rotations. Although the method yields good and stable results, it
is obviously not suitable for practical applications, because computational demands are
extremely high. The second approach searches for a canonical representation (rotation)
of textures and each texture is rotated into this particular orientation before classifica-
tion or other texture processing. The method based on this paradigm is described in
Section 5.1. Finally, the last group of methods uses texture description by features that
do not change with texture rotation, such features are referred as rotation invariants.
This kind of method is introduced in Section 5.2.

The rotation normalisation or construction of rotation invariants assume that the ma-
terial rotation can be modelled as a rotation of its image. Unfortunately, this assumption
does not apply for rough surfaces and illumination near surface plane (Chantler, 1995).
However, we imagine a rotation of rough material as a two step process. In the first step,
the material sample and the illumination source are rotated around the same axis, as
they were firmly tied together. This step can be modelled as a simple image rotation and
it is handled by the proposed rotation invariants. The second step consists of illumination
rotation into its final position. This situation is supposed to be dealt with the proposed
illumination invariants, despite the fact that they were derived with the assumption of
fixed illumination position. The reason is that our experiments with natural surfaces
(Sections 6.1.3 and 6.1.4) show that the derived illumination invariants are robust to
change of illumination direction.

5.1 Orientation normalisation

The normalisation approach tries to find the rotation of each texture, which is uniquely
determined and which can be robustly detected. The detection robustness is the key issue
for practical applications of these kinds of methods. We detect the dominant texture
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Figure 5.1: Texture analysis algorithm with orientation normalisation.

orientation by means of histogram of gradient orientations and we also estimate the
significance of detected orientation (Vacha and Haindl, 2009). The similar algorithm is
used to determine orientation of SIFT keypoints (Lowe, 2004).

The input texture is converted into a grey-scale image G and its gradient is estimated
by means of differences:

∇G(r1, r2) = [G(r1 + 1, r2)−G(r1 − 1, r2), G(r1, r2 + 1)−G(r1, r2 − 1)] ,

at each pixel position r = (r1, r2). Subsequently, a histogram of gradient orientations is
computed. Each gradient orientation is weighted by its magnitude and the linear inter-
polation is used to assign the gradient weight into two adjacent bins. Since the textures
are supposed to be homogeneous, gradients in some direction induce the gradients in
the opposite direction. Therefore, their orientations are fitted into the interval [0◦, 180◦),
grater angles are decreased by 180◦ to fit in. We use histogram with 36 bins and 6 pass
histogram smoothing (averaging of three adjacent bins) is applied after the histogram
computation.

The detected dominant orientation is considered to be significant, if the height of
the second highest peak in the histogram is lower than 80% of the highest peak. If
there is no second highest peak, the sum of the highest peak bin and its two adjacent
bins have to be grater than 150% of the expected value for three bins. The purpose of
this preprocessing is detection of textures with a strong orientation and alignment of
their rotation. The rotation of textures with less significant directions or nondirectional
textures is not required, because they are aptly represented by the CAR model.

The overall algorithm scheme is depicted in Fig. 5.1. We start with the estimation of
the dominant texture orientation. If the texture is significantly directional, it is rotated
according to its dominant orientation. The texture is factorised into K levels of the
Gaussian pyramid and subsequently each pyramid level is modelled by the 3D or 2D
CAR model (Sections 3.1.3 and 3.1.4). The CAR model parameters are estimated and
illumination invariants are subsequently computed from them (Section 4.2). Finally, the
illumination invariants from all the models are concatenated into one feature vector.

As it was mentioned, possible drawback of any normalisation approach lies in the
ambiguity of detected orientation. That is why we rotate textures only if a significant
and unique orientation is detected. Another disadvantage is that orientation of gradients
can be influenced by illumination direction. In the following section, we introduce an
approach based on rotation invariants, which does not suffer from these drawbacks.
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5.2 Rotation invariance

5.2 Rotation invariance

The rotation invariants are textural features that do not change with texture rotation.
The important property of rotation invariants is how they retain their discriminability,
because without sufficient discriminability the features would be useless despite their
invariance. We propose two different methods for the rotation invariance of MRF features
(Vacha et al., submitted). The first method computes rotation invariant features before
the estimation of MRF parameters. While the second method build rotation invariants
after the MRF parameter estimation by means of moment invariants.

5.2.1 Rotation autoregressive random model

The Rotation Autoregressive Random (RAR) model is inspired by the model of Kashyap
and Khotanzad (1986), who estimated a regression model of pixel values and averages
on concentric circles around these pixels. Although, this model is suitable for modelling
of isotropic textures, it has difficulties with anisotropic texture properties. Our model
uses multispectal images and extends the regression data with maximum and minimum
from circular samples, which enables the model to capture some anisotropic texture
properties.

The basic modelling equation is similar to (3.4) :

Yr = γ Zr + εr , Zr = [Y T
r,mean , Y

T
r,max , Y

T
r,min : ∀s ∈ I�r ]T ,

with the difference in data vector Zr . The vector Zr is now composed of average Yr,mean

maximum Yr,max and minimum Yr,min , all computed separately for each concentric
circle in the neighbourhood I�r . The neighbourhood I�r is composed of points sampled
on concentric circles, e.g. with radii 1, 2, 3. The bilinear interpolation is used for in-
terpolation of sampled points. For multispectral images, Yr,mean , Yr,max , and Yr,min are
C × 1 vectors, where mean, maximum and minimum are computed for each spectral
plane separately.

The RAR model is used either in 3D or 2D version, which are similar to 3D CAR
(Section 3.1.3) or 2D CAR (Section 3.1.4). The differences in the contextual neighbour-
hood and the datavector Zr cause that the parameter estimate γ̂t cannot be computed
using the analytical Bayesian estimate (3.5) or (3.14), anymore. Therefore we use the
corresponding LS approximation (3.9) or its 2D version.

To achieve simultaneous rotation and colour invariance, the feature vector is com-
posed of the colour invariants derived for CAR models, i.e. trAs , νs,j , α1 – α3 , and
additionally β1 – β5 , β8 – β12 (β6 and β7 are not used because they are not valid for
the RAR model).

5.2.2 Rotation moment invariants

The rotation moment invariants are used to describe anisotropic texture properties,
which are only briefly captured by the RAR model. The CAR model parameters are
estimated (Section 3.1.3 and 3.1.4) and the rotation moment invariants are computed
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from the illumination invariants trAs , νs,j (Section 4.2), according to their position in
the unilateral neighbourhood Iur . Since the unilateral neighbourhood Iur covers only the
upper half plane, the values are duplicated in the central symmetry to cover the entire
plane, which is advantageous for the rotation invariance of moments. The moments are
computed separately for each spectral plane of νs,j . We also add moment invariants that
describe interspectral relations of νs,j .

Moment invariants

It is advantageous to compute the rotation invariants from complex moments, because
they change more simply in rotation than other types of moments. The complex moment
of the order p+ q of the function f(r1, r2) is defined

c(f)
pq =

∞∫
−∞

∞∫
−∞

(r1 + ir2)p(r1 − ir2)qf(r1, r2) dr1 dr2 , (5.1)

where i is an imaginary unit. We omit the superscript (·)(f) if there is no danger of
confusion. It follows from the definition that only the indices p ≥ q are meaningful
because cpq = c∗qp (the asterisk denotes complex conjugate).

The complex moment c′pq after a rotation of function f(r1, r2) equals

c′pq = e−i(p−q)θ · cpq , (5.2)

where θ is the rotation angle. Therefore a product of n complex moments to the powers
of k` is

n∏
`=1

ck`p`q` , (5.3)

which is invariant to rotation, if the sum of the first indices equals the sum of the second
indices, i.e.

n∑
`=1

k`p` =
n∑
`=1

k`q` or
n∑
`=1

k`(p` − q`) = 0 .

The total number of moment invariants equals m̈ − τ̈ , where m̈ is the number of
real values of moments (complex moment with p 6= q has two real values – real and
imaginary parts) and τ̈ is the number of transform parameters. In our case, the rotation
has one parameter (the angle), i.e. τ̈ = 1 and the number of real values of moments of
the order p+q is p+q+1 . Moment c00 is an exception (there should be no zeroth-order
invariant according to this rule, but the transform parameter is dependent in this case
and it is not counted). The set of invariants should be chosen to be independent, see
Flusser et al. (2009); Flusser and Suk (2006) for more details and additional references.

In our case, we must consider the behaviour of the complex moments of symmetric
functions. A function has so-called N -fold rotation symmetry (N -FRS), if it repeats
itself when it rotates around its centroid by 2π`/N for all ` = 1, . . . , N . The central
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symmetry is a special case of N -FRS, where N = 2 . If f(x, y) has N -FRS and
(p − q)/N is not an integer, then cpq = 0 . The reason is following: If f ′ is a rotated
version of f by the angle 2π/N , then, because of its symmetry, it must be the same as
the original. Therefore, it must hold c′pq = cpq for any p and q. At the same time, it
follows from equation (5.2) that

c′pq = e−2πi(p−q)/N · cpq .

Since e2πiζ = 1 for an integer ζ and (p − q)/N is assumed not to be an integer, this
equation can be fulfilled only if cpq = 0 .

Since our neighbourhood is centrally symmetric, we cannot use any odd-order mo-
ment. That is why we use these even-order rotation moment invariants:

1. zeroth order: c00

2. second order: c11 , c20c02

3. fourth order: c22 , c40c04 , c31c13

4. mixed order: Re(c40c
2
02) , Re(c31c02) .

We can utilize the fact that all colour channels are rotated together, by the same angle
and construct joint colour rotation invariants

5. second order: c(`)
20 c

(j)
02 ,

where ` = 1, j = 2, . . . , C are the individual colour channels. This full set of moment
invariants is denoted as m1(model). Since the high order moments tend to be numerically
unstable, especially for roughly defined f , we also work with the reduced set of invariants
denoted as m2(model):

1. reduced set of moments: c00 , c11 , c20c02 , c22 , and c
(1)
20 c

(j)
02 .

We have the matrix of discrete values instead of a continuous function here, therefore
we must use a discrete approximation of the complex moments (5.1) :

ĉ(f)
pq =

∑
r1

∑
r2

(r1 + ir2)p(r1 − ir2)qf(r1, r2) . (5.4)

The bilinear interpolation of function f(r1, r2) is used to enhance its resolution and
precision of computed moments.

Combination with illumination invariants

Discrete complex moments ĉpq are computed for invariants trAs and νs,j , j = 1, . . . , C
(defined in Section 4.2) according to their position in the unilateral neighbourhood Iur .
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The input function f is correspondingly defined and made centrally symmetric as

fA(r1, r2) =


trA(r1,r2) (r1, r2) ∈ Iur
trA(−r1,−r2) (−r1,−r2) ∈ Iur
0 otherwise ,

(5.5)

and for each spectral plane j as

fν,j(r1, r2) =


ν(r1,r2),j (r1, r2) ∈ Iur
ν(−r1,−r2),j (−r1,−r2) ∈ Iur
0 otherwise .

(5.6)

Subsequently, the previous set of moment invariants (1. – 4.) is computed. The interspec-
tral moment invariant c(1)

20 c
(j)
02 is computed only from multispectal function fν,j(r1, r2).

Altogether, it makes 34 moment invariants for C = 3 and the full set m1(model)
(8 invariants from fA(r1, r2) + 8 invariants from fν,j(r1, r2) for each j + c

(1)
20 c

(2)
02 +

c
(1)
20 c

(3)
02 ).

The moment invariants assume that a rotation of texture will result in rotated pa-
rameter estimates As . The estimation of As, according to (3.5), relays on datavector
correlation and the relative positions s are used only in the forming datavector Zr , no
further. Therefore the reordering of the neighbourhood values (e.g. texture flip) will re-
sult in the same values of estimates As , but reordered accordingly. Therefore, we also
expect that texture rotation by a factor of 90◦ will produce approximately rotated esti-
mates, if computed on the square orthogonal lattice and with the hierarchical unilateral
neighbourhood. However, an interpolation, which necessary follows an arbitrary texture
rotation, influences the parameter estimates.

The illumination invariants α1 , α2 , α3 , and β1 – β12 (Section 4.2) are not associated
with a position in the contextual neighbourhood, therefore the rotation invariant trans-
formation is not needed, if they are computed with a model with suitable neighbourhood
shape (the reasoning from the previous paragraph applies). Therefore the illumination
invariants α1 , α2 , α3 , and β1 – β12 , computed with hierarchical unilateral neighbour-
hood, can be added directly into the rotation invariant feature vector.

5.2.3 Texture analysis algorithm

The scheme of rotation invariant texture analysis is depicted in Fig. 5.2. The texture
analysis algorithm starts with the factorisation of texture into K levels of the Gaus-
sian down-sampled pyramid (it captures larger spatial relations), followed by modelling
with two different MRF models. At first, each pyramid level is modelled by the RAR
model and the illumination invariants are computed from its parameters. Secondly, each
pyramid level is modelled by the CAR model. After the estimation of CAR model pa-
rameters, the illumination invariants and subsequently the rotation moment invariants
are computed from the parameter estimates. Finally, the features from all the models
are concatenated into one feature vector. Both RAR and CAR models exist either in 3D
or in 2D version.
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Figure 5.2: Texture analysis algorithm which combines illumination invariants with two
approaches to rotation invariance. It is either a autoregressive model of rotation invariant
statistics (RAR) in the upper line, or a causal autoregressive model followed by the
computation of rotation moment invariants (m(CAR)) in the lower line.

In our experiments, we usually use K = 4 levels of Gaussian pyramid and the
CAR models with the 6-th order hierarchical neighbourhood (cardinality η = 14), which
corresponds to maximum radius 3 used in the RAR models. However, the optimal size
of neighbourhood and pyramid depends on the size of input images, because the models
require enough data for a reliable parameter estimation. The moment based features are
composed of either a full or reduced set of invariants, in the results, they are denoted as
“m1(model)” or “m2(model)”, respectively.

It is advantageous to compute distance between two feature vectors using the fuzzy
contrast (3.24), because it normalises different scales of moment features. However, the
fuzzy contrast requires estimate of average and standard deviation of all features.
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Chapter 6

Experimental Results

The proposed illumination invariant and rotation invariant textural features were tested
in the task of natural and artificial material recognition under various circumstances.
The experiments were conducted on five different textural databases, which differ in the
variability of image acquisition conditions and include almost 25 000 of images in total.

In Section 6.1, we tested the performance of illumination invariant features in tex-
ture retrieval and texture classification tasks under various illumination conditions. In
Sections 6.2 and 6.3, we tested the texture recognition with illumination variations in
combination with different texture rotations and viewpoint positions. Such variations of
acquisition conditions are usually encountered in an analysis of real-world scenes.

6.1 Illumination invariant features

The performance of the illumination invariant MRF features (proposed in Section 4.2)
is demonstrated on three image databases, each with different variations of illumination
conditions. At first, the Outex texture database was acquired with three illuminations
with different spectra and only with slight differences in illumination positions, which
complies with our theoretical assumptions. Secondly, a BTF database was acquired with
a fixed illumination spectrum and with 91 different illumination directions, which drasti-
cally violates our restrictive assumption of fixed illumination position. Finally, the most
difficult setup combined changes in illumination spectrum and direction, and also added
slight viewpoint variation.

The textural representation is based on modelling by a MRF type of model, where
models are either 2D CAR, 3D CAR, or GMRF. The models were computed over
K levels of the Gaussian pyramids, which were built either directly on C spectral
planes or on spectral planes decorrelated by K-L transformation (indicated with “-KL”
suffix). Most of the experiments were computed with K = 4 pyramid levels. If the
images were large enough, additional pyramid level was employed (K = 5), which is
denoted with “↑” prefix.
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experiment
method i1 i2 i3
2D CAR-KL 325 132 260
2D CAR 325 132 260
3D CAR 295 108 236
GMRF-KL 310 120 248
Gabor features, RGB 144 144 144
Gabor features 48 48 48
Opponent Gabor features 252 252 252
Steerable pyramid features, RGB 2904 2904 2904
Gabor features, RGB, norm. 144 144 144
Gabor features, norm. 48 48 48
Opponent Gabor features, norm. 252 252 252
LBP8,1+8,3, RGB 1536 1536 1536
LBPu2

16,2, RGB 729 729 729
LBPriu2

16,2 , RGB 54 54 54
LBP8,1+8,3 512 512 512
LBPu2

16,2 243 243 243
LBPriu2

16,2 18 18 18

Table 6.1: The size of feature vectors used in the experiments with illumination invari-
ance.

The CAR models were tested with illumination invariant features: trAs , νs,j , α1 ,
α2 , α3 , while the GMRF model was tested with features: trAs , νs,j and α2 , α3 (see
definitions in Section 4.2). The features νs,j were computed as diagonals of As if used
with K-L transformation, otherwise the eigenvalues were used. Usually, we used the
models with the 6-th order hierarchical contextual neighbourhood (cardinality η = 14),
which is depicted in Fig. 3.2. Additionally, we compared three different distances of the
feature vectors: L1 , L0.2 , and fuzzy contrast FC3 (details in Section 3.2).

The proposed textural features were compared with the following alternatives: Gabor
features (monochromatic), opponent Gabor features, steerable pyramid features, and
the LBP features (see details in Sections 2.2.2, 2.2.4). The grey value based features
as Gabor features and LBP were computed either on grey-scale images or separately
on each spectral plane of colour images and concatenated (this is denoted with “RGB”
suffix in the experiments). Moreover, Gabor features and opponent Gabor features were
tested with and without normalisation of spectral channels, described in Section 2.3.1
and denoted with “norm.” suffix. The mean and standard deviation of features (required
by some dissimilarities) were estimated from all images.

The feature vector sizes used in the following Experiments i1 – i3 are compared in
Tab. 6.1. The size of feature vectors in Experiment i4 is displayed within the experiment,
because it additionally includes combinations of the invariant features β`.
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6.1.1 Experiment i1 – Outex retrieval

In the first experiment, we demonstrate the performance of the proposed illumination
invariant features on the Outex texture database (Ojala et al., 2002a), which contains
images of 318 materials acquired under three different illuminations. The illumination
sources were: 2856K incandescent CIE A light source – “inca”, 2300K horizon sunlight
– “horizon”, and 4000K fluorescent TL84 – “tl84”, the illumination positions were very
close. All the images were acquired with a fixed camera position. Some example images
are displayed in Fig. 6.1 and in Appendix Figs. B.2, B.3. The Outex texture database
can be downloaded from (database Outex).

The tested task is illumination invariant image retrieval from the Outex texture
database. In this task (Vacha and Haindl, 2007a, 2010b), a CBIR system tries to re-
trieve images similar to a given query image. The test set consisted of images acquired
with 3 different illuminations for each material, without any rotation and with 100 dpi
resolution, which is 954 images in total. All images were cropped to size 512×512 pixels.
The relevant images to the query image were defined as images of the same material
with the other two illuminations. Therefore there were 2 relevant images present in the
test set for each query image, a total amount of 3 images was retrieved. The retrieval
performance was measured using the recall rate (RR):

RR =
|{retrieved images} ∩ {relevant images}|

|{relevant images}|
. (6.1)

We tested the image retrieval using every image from the test set and the averaged
results are summarised in Tab. 6.2. Furthermore, the images were corrupted with an
additive Gaussian noise to test noise robustness of the features.

The MRF models were computed with the sixth order hierarchical neighbourhood,
which consisted in η = 14 neighbours (see Fig. 3.2), and K = 5 levels of the Gaussian
pyramid, since the images were large enough. The size of feature vectors is displayed
in Tab. 6.1. The best performance 94% was achieved with “↑ 2D CAR” model with
FC3 dissimilarity, which clearly presents their insensitivity to illumination spectrum
variations. Moreover, the MRF features without K-L transformation performed better on
noisy images than features with K-L transformation, which was deflected by uncorrelated
noise. The LBP features also showed their illumination invariance property with 83%
recall rate. However, their performance dropped down on noise corrupted images. These
results also demonstrate that the spectral channel normalisation is essential for Gabor
and steerable pyramid features, nevertheless, any variant of Gabor or steerable pyramid
features did not perform satisfactory in this test.

Some examples of retrieved textures are presented in Fig. 6.1. The first two retrieved
images are usually both correct, since the recall rate is about 94%. However, more inter-
esting are image retrieved at further positions, where we can observe similar materials
successfully recognised by the proposed features. In general comparison with LBP, the
proposed MRF features with pyramids prefer overall structure contrary to micro pat-
terns (such as lines) preferred by the LBP features. Additional examples of retrieved
images are in Appendix Fig. B.3.
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Figure 6.1: Experiment i1: Examples of illumination invariant retrieval from Outex tex-
ture database using “↑ 2D CAR-KL, FC3” method. The query images are followed by
retrieved images in order of similarity. From the left, query images are: carpet012-tl84,
seeds012-inca, pasta005-horizon, granite009-tl84. The images of query materials acquired
under different illumination spectra were successfully retrieved at positions 1 – 3.
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6.1 Illumination invariant features

added noise σ
method 0 8
↑ 2D CAR-KL L1 83.4 60.8
↑ 2D CAR-KL, L0.2 87.8 69.4
↑ 2D CAR-KL, FC3 90.2 68.0
↑ 2D CAR, FC3 94.0 83.0
↑ 3D CAR, L1 79.6 61.5
↑ 3D CAR, L0.2 79.1 58.8
↑ 3D CAR, FC3 82.7 63.0
↑ 3D CAR-KL, FC3 83.1 55.0
↑ GMRF-KL, L1 73.4 50.4
↑ GMRF-KL, L0.2 80.7 60.2
↑ GMRF-KL, FC3 81.3 55.9
Gabor features, RGB 14.0 13.4
Gabor features 42.8 42.4
Opponent Gabor features 38.8 30.5
Steerable pyramid features, RGB 19.4 18.9
Gabor features, RGB, norm. 40.4 27.5
Gabor features, norm. 53.4 56.1
Opponent Gabor features, norm. 46.9 37.8
Steerable pyramid features, RGB, norm. 41.2 39.4
LBP8,1+8,3, RGB 51.5 20.0
LBPu2

16,2, RGB 47.3 11.7
LBPriu2

16,2 , RGB 24.3 3.1
LBP8,1+8,3 83.1 50.3
LBPu2

16,2 80.6 40.8
LBPriu2

16,2 61.5 21.3

Table 6.2: Experiment i1: Illumination invariant retrieval from the Outex texture
database. The performance is measured as mean recall rate [%] with 3 retrieved im-
ages.
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6.1.2 Experiment i2 – OUTEX TC 00014

The second experiment (Vacha and Haindl, 2007a, 2010b) was performed on the Outex
classification test set number 14 (Ojala et al., 2002a). It is also based on Outex database
and it can be freely downloaded from (database Outex). The main differences to the
Experiment i1 are: multiple training images, smaller resolution of images, and smaller
subset of materials.

In this setup, 68 materials selected from the Outex database were treated in the
following manner. Twenty subsamples with size 128 × 128 were extracted from each
material image. The training set consisted of 10 samples per material, all illuminated
with the 2586K incandescent CIE A light source. The test set consisted of 10 remaining
subsamples for each material, all of them illuminated with the other two illuminants.
Consequently, the training set consisted of 680 images, while the test set was composed
of 1360 images. The classification was performed using the three Nearest Neighbours
(3-NN) classifier as in Maenpaa et al. (2002); Pietikäinen et al. (2002).

The highest reported classification accuracy on the test set (Maenpaa et al., 2002)
was 69% for “LBPu2

16,2” features, which outperformed Gabor features with 66% accuracy
(unfortunately our implementation of Gabor features reached only 54.5% in Tab. 6.3),
the both features were computed on grey-scale images. Moreover, Pietikäinen et al.
(2002) reported 68.4% accuracy for “LBP8,1+8,3” also on grey-scale images, and 53.3%
accuracy achieved by opponent Gabor features on colour images preceded by compre-
hensive colour normalisation.

In addition to the previously described experiment, we also degraded all images with
an additive Gaussian noise (zero mean, variance σ2). The experiment was performed
directly on noisy images, without any noise removal method. The application of such
method might increase classification accuracy, but only on condition that it would not
introduce any artificial micro structures into the images.

The MRF models had to be restricted to the third order hierarchical neighbour-
hood (η = 6 neighbours) and K = 4 levels of Gaussian pyramid, due to small im-
age sizes. As a consequence, the feature vectors of MRF features are about four times
smaller than the vector of “LBP8,1+8,3” features. The best results on the original test
set were achieved with “LBP8,1+8,3” on grey-scale images with 71.6% closely followed by
“3D CAR-KL, FC3” with 69.5% correct classification. However, the results changed dra-
matically with added noise, the “LBP8,1+8,3” features dropped down to 38.6% showing
their vulnerability to noise degradation. The MRF based features are not so noise sensi-
tive, because Gaussian noise is an inherent part of the model and the Gaussian pyramid
suppresses noise at its higher levels. In this experiment, Gabor features performed better
than opponent Gabor features, especially on noisy images.

Quite surprisingly, the best results of the proposed features were achieved by
“3D CAR-KL, FC3” method, which comprise K-L transformation. The advantage of
“3D CAR-KL” model is using features νs defined as diagonals instead of eigenvalues
of matrices As used with “3D CAR”. During the computation, the eigenvalues are
ordered according to their absolute values, therefore relations between spectral planes
for different indexes s ∈ Ir are lost. On the other hand, the K-L transformation can be
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6.1 Illumination invariant features

added noise σ
method 0 2 4 8
2D CAR-KL, L1 67.6 60.8 55.7 52.3
2D CAR-KL, L0.2 66.3 60.5 55.2 51.0
2D CAR-KL, FC3 67.5 63.3 55.8 51.0
2D CAR, FC3 67.5 62.2 61.0 56.6
3D CAR, L1 63.6 61.3 60.6 54.9
3D CAR, L0.2 63.5 59.7 55.4 47.4
3D CAR, FC3 65.3 60.4 58.0 51.3
3D CAR-KL, FC3 69.5 65.3 64.3 60.0
GMRF-KL, L1 61.5 57.0 51.1 46.1
GMRF, FC3 64.3 59.9 58.1 53.8
Gabor features, RGB 37.5 37.0 36.2 35.6
Gabor features 44.3 43.3 43.2 41.3
Opponent Gabor features 50.7 49.3 45.3 37.3
Steerable pyramid features, RGB 37.5 35.9 34.9 32.6
Gabor features, RGB, norm. 57.0 59.9 60.3 57.1
Gabor features, norm. 54.5 61.3 63.3 62.9
Opponent Gabor features, norm. 56.7 55.8 54.3 47.9
LBP8,1+8,3, RGB 66.8 56.6 48.8 36.7
LBPu2

16,2, RGB 62.0 52.9 41.2 28.7
LBPriu2

16,2 , RGB 44.6 30.8 22.6 15.3
LBP8,1+8,3 71.6 62.2 54.6 38.6
LBPu2

16,2 67.6 60.4 49.8 33.0
LBPriu2

16,2 56.9 45.2 34.2 19.7
Maenpaa et al. (2002):
Gabor features 66
LBPu2

16,2 69
Pietikäinen et al. (2002):
Opponent Gabor features, norm. 53.3
LBP8,1+8,3 68.4

Table 6.3: Experiment i2: The results [%] of the Outex classification test OU-
TEX TC 00014. The classification was performed using 3-NN classifier.
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deflected by noise, which was demonstrated in the previous experiment.
An additional experiment is included in Appendix Section B.1, where the CAR and

GMRF models were tested with and without features α1 , α2 , α3 . Moreover, due to the
directionality of CAR models, we also tested the CAR models estimated in additional
directions.

6.1.3 Experiment i3 – Bonn BTF

The third experiment (Vacha and Haindl, 2008a, 2010b) was designed to test the feature
robustness against illumination direction changes, which are in contradiction with our
theoretical assumptions.

The experiment was performed on BTF texture images, which are from the Uni-
versity of Bonn BTF database (Meseth et al., 2003) and consist of fifteen BTF colour
measurements: ceiling, corduroy, two fabrics, walk way, foil, floor tile, pink tile, impalla,
proposte, pulli, wallpaper, wool, and two lacquered wood textures (see Fig. B.4). Ten of
these measurements are now publicly available (database Bonn BTF). Each BTF mate-

Figure 6.2: Effects of illumination direction changes on selected Bonn BTF material
samples (rows from top): ceiling, corduroy, wool, lacquered wood1. Columns from the
left consist of illumination with declination angle: 0◦, 60◦, 60◦ with different azimuth
angle.
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6.1 Illumination invariant features

Figure 6.3: Experiment i3a: Accuracy of material recognition [%] on the Bonn BTF
database, using a single training image per material. On the top, training images were
randomly selected within the three image sets. In the bottom, training images were fixed
to perpendicular illumination and the results are grouped by illumination of test images.
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rial is measured in 81 illumination and 81 camera positions as an RGB image (C = 3).
Examples of material appearance under varying illumination direction are shown in
Fig. 6.2 and Appendix Figs. B.5, B.6. We prepared three image sets, which included
all illumination positions, but differed in selected viewpoint positions. The declination
angle of viewpoint position from the surface normal was 0◦, 30◦, and 60◦, successively,
in-plane texture rotation was not included. Each set consisted in 15×81 = 1215 images,
all cropped to the same size 256× 256 pixels.

The proposed features were compared with the same alternative features as in the
previous experiments. The MRF models were computed with the sixth order hierarchical
neighbourhood (η = 14 neighbours, see Fig. 3.2) and K = 4 levels of the Gaussian
pyramid, the size of feature vectors is listed in Tab. 6.1.

The experiment contains two parts: i3a and i3b. The first one focuses on the clas-
sification with a single training image per material, while the second part consists of
retrieval of similar texture images.

Results

In the first part of this experiment, a single training image per each material was ran-
domly selected and the remaining images were classified using the Nearest Neighbour
(1-NN) classifier. The results were averaged over 105 random selections of training im-
ages. The experiment was performed separately on each of the three image sets differing
in viewpoint position, and the results were averaged again.

The best results are depicted on the top of Fig. 6.3, and the exact values of classifi-
cation accuracy are displayed in Tab. 6.4. It can be observed that the best performance
90.3% was achieved with “2D CAR-KL, L1” method, closely followed with the same
model with FC3 dissimilarity. The best alternative features were opponent Gabor fea-
tures with the average performance 77.4%, the best of LBP features achieved 65.6%.
Standard deviation was bellow 4% for Gabor features and LBP features, and below 3%
for CAR and GMRF models. Although the LBP features are invariant to brightness
changes, these results demonstrate their inefficiency to handle illumination direction
variations. Rotation invariant LBP features are more capable, however rotating illumi-
nation cannot be modelled as a simple image rotation. For the MRF features, the worst
classification were for ceiling and fabric2 materials. The ceiling material was misclassified
as floor tile (for illumination near surface), and fabric2 was sometimes misclassified as
fabric1, since they have very similar structures.

Furthermore, we explored how the performance depends on the light source declina-
tion from the surface normal. Only the image set with the viewpoint fixed at 0◦ decli-
nation was used and the single training sample per each material was selected, so that
all the training samples were illuminated with 0◦ declination angle (perpendicular illu-
mination), the other 1200 images were classified. The results depicted in Tab. 6.5 and in
the bottom of Fig. 6.3 show that the recognition accuracy decreases as the illumination
position of test samples move away from the training sample position. The best results
were achieved by “3D CAR-KL, FC3” with the average classification 89.9%, similar
results 88.8% were achieved by “2D CAR, FC3” method.
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viewpoint declination angle
method 0◦ 30◦ 60◦ average
2D CAR-KL, L1 92.4 91.1 87.5 90.3
2D CAR-KL, L0.2 91.8 89.5 85.8 89.0
2D CAR-KL, FC3 92.3 89.6 85.7 89.2
2D CAR, FC3 88.7 87.3 82.9 86.3
3D CAR, L1 87.4 84.3 78.9 83.5
3D CAR, L0.2 89.2 85.7 81.0 85.3
3D CAR, FC3 89.8 86.1 80.2 85.4
3D CAR-KL, FC3 91.4 88.7 84.5 88.2
GMRF-KL, L1 89.6 86.3 81.0 85.6
GMRF-KL, L0.2 87.1 83.7 79.6 83.5
GMRF-KL, FC3 86.5 82.6 78.7 82.6
Gabor features, RGB 71.7 64.6 60.1 65.5
Gabor features 69.8 62.9 55.6 62.8
Opponent Gabor features 82.5 77.7 71.7 77.3
Steerable pyramid features, RGB 72.3 65.5 60.4 63.1
Gabor features, RGB, norm. 60.1 58.1 57.9 58.7
Gabor features, norm. 50.8 50.1 51.3 50.7
Opponent Gabor features, norm. 80.5 77.6 74.2 77.4
LBP8,1+8,3, RGB 65.7 64.2 67.0 65.6
LBPu2

16,2, RGB 62.5 61.6 64.6 62.9
LBPriu2

16,2 , RGB 68.4 60.7 57.4 62.2
LBP8,1+8,3 61.2 61.1 65.4 62.6
LBPu2

16,2 55.7 56.3 60.7 57.6
LBPriu2

16,2 58.6 52.1 52.5 54.4

Table 6.4: Experiment i3a: Accuracy of material recognition [%] on the Bonn BTF
database, using a single training image per material. The results were averaged over
105 random selections of training images. The columns contain results for three image
sets differing in viewpoint position, the averages are in the last column.
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light source declination
method [0◦, 30◦] [45◦, 65◦] 75◦ average
2D CAR-KL, L1 96.3 87.5 78.3 86.7
2D CAR, FC3 96.7 91.6 78.1 88.7
2D CAR-KL, L0.2 96.7 85.4 78.3 85.8
2D CAR-KL, FC3 97.8 90.5 79.4 88.8
3D CAR, L1 97.8 89.6 75.6 87.2
3D CAR, L0.2 97.8 91.2 72.8 87.2
3D CAR, FC3 99.3 93.6 76.7 89.8
3D CAR-KL, FC3 100 93.7 76.4 89.9
GMRF-KL, L1 95.9 82.6 65.3 80.4
GMRF-KL, L0.2 94.4 82.3 68.3 80.8
GMRF-KL, FC3 93.3 86.5 72.2 83.7
Gabor features, RGB 96.3 71.4 28.9 64.2
Gabor features 95.2 64.7 34.7 62.6
Opponent Gabor features 95.6 83.9 50.0 76.4
Steerable pyramid features, RGB 90.7 69.5 36.1 64.3
Gabor features, RGB, norm. 81.9 49.1 19.4 47.6
Gabor features, norm. 81.9 38.8 13.9 41.0
Opponent Gabor features, norm. 95.6 85.3 73.6 84.1
LBP8,1+8,3, RGB 89.3 63.0 38.6 61.6
LBPu2

16,2, RGB 84.4 51.4 35.6 54.1
LBPriu2

16,2 , RGB 84.4 44.6 31.9 49.8
LBP8,1+8,3 86.3 57.4 38.3 58.2
LBPu2

16,2 79.3 50.7 34.7 52.3
LBPriu2

16,2 74.1 36.8 16.7 39.2

Table 6.5: Experiment i3a: Accuracy of material recognition [%] on the Bonn BTF
database with training images fixed to the perpendicular illumination. The performance
is grouped for different intervals of illumination declination angles of test images, the
last column is average for all test images. Viewpoint declination angle was 0◦.
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Bonn BTF Bonn BTF
public

method RR88 MAP RR88 MAP
2D CAR-KL, L1 88.1 91.0 93.3 95.2
2D CAR-KL, FC3 88.1 90.5 95.1 96.5
3D CAR-KL, L1 81.4 85.2 89.0 91.7
3D CAR-KL, FC3 84.3 86.9 93.2 95.0
Opponent Gabor features 75.6 79.9 81.2 85.5
Opponent Gabor features, norm. 75.3 80.3 78.8 83.7
LBP8,1+8,3, RGB 65.4 69.2 73.9 76.9

Table 6.6: Experiment i3b: Retrieval of similar textures from the Bonn BTF database.
The results are evaluated by mean recall rate for 88 retrieved images and mean average
precision (RR88 and MAP) [%]. The last two columns contain result with the image sets
restricted to the publicly available material measurements.

In the second part of the experiment, denoted as i3b, we tested a retrieval of similar
texture images from Bonn BTF database. The performance was evaluated using recall
rate (6.1) and average precision. The average precision (AP) is defined as the average of
precisions computed at position of every relevant retrieved image:

AP =
∑N

`=1 PR` · rel(`)
|{relevant images}|

, (6.2)

PR` =
|{relevant images retrieved at position ` or less}|

`
, (6.3)

where N is the size of image database, rel(`) = 1 if a relevant image is retrieved at `-th
position and rel(`) = 0 otherwise. The retrieval was preformed for every image in a
image set and means of RR and AP were computed.

The experiment was performed separately on the image sets with three different
viewpoint positions and the results were averaged again. The final results are displayed
in Tab. 6.6, where the last two columns contains the results on the image sets restricted
to the publicly available BTF measurements: ceiling, corduroy, walkway, floor tile, pink
tile, impalla, proposte, pulli, wallpaper, and wool (see Fig. B.4). The best results were
achieved by “2D CAR-KL, FC3” method with more than 10% improvement to alterna-
tive methods. The other methods from Tab. 6.4 are not displayed, since the results were
worse.

6.1.4 Experiment i4 – ALOT

In this experiment (Vacha and Haindl, 2010a), we tested the proposed features in the
recognition of natural and artificial materials under various light conditions, which is
needed in a real scene analysis. We focused on the feature robustness under changing
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illumination spectrum and direction and we also included slight viewpoint changes, which
were limited to declination angle variations. Additionally, the feature vectors based on
MRF features were extended with β` invariants (see definition in Section 4.2).

The images of materials are from the recently created Amsterdam Library of Textures
(ALOT) (Burghouts and Geusebroek, 2009b). The ALOT is a BTF database containing
an extraordinary collection of 250 materials, each acquired with varying viewpoint and
illumination positions, and one additional illumination spectrum. Most of the materials
have rough surfaces, so the movement of light source changes the appearance of materials.
Moreover, the significant height variation of some materials (e.g. leaves) causes large and
variable cast shadows, which make the recognition even more difficult. Example images
from ALOT texture database are shown in Figs. 1.2, 6.6, however, this experiment do
not include texture rotations. The ALOT database can be downloaded from (database
ALOT).

This experiment consists of two parts: i4a and i4b. In the part i4a, we used one
half of the dataset of Burghouts and Geusebroek (2009b) to exclude multiple texture
rotations. It consisted of images of the first 200 materials divided into parameter tuning,
training, and test sets (3 × 1200 images). Let c stands for camera, l for light, i for
reddish illumination, and r for optional material rotation. The tuning set consisted in
samples c{1, 4}l{1, 4, 8}r60◦; the training set was defined as c{1, 4}l{1, 4, 8} and the test
set contained setups c{2, 3}l{3, 5}, c3l2, and c1i. We cropped all the images to the same
size 1536 × 660 pixels. The recognition accuracy was evaluated on the test set images,
where the nearest neighbour (1-NN) classifier was trained on 4 images per material,
randomly selected from the training set.

In the part i4b, we used images of all 250 materials, with all light setups, no rotations
and cameras 1 and 3, which is 14 images per material. One training image per material
was randomly selected and the others were classified with the 1-NN classifier. This test
was performed separately for images from the camera 1 and 3, the results were averaged
(2×1750 images in total). As a consequence this experiment did not include recognition
under viewpoint variation, which is in contrast with the part i4a.

The proposed illumination invariant features were computed at K = 5 levels of the
Gaussian pyramid, using the 6-th order hierarchical neighbourhood (η = 14 neighbours).
The proposed features were again compared with the most frequented features as in
the previous experiments. Additionally, we also included recently published LBP-HF
features (Ahonen et al., 2009). The mean and standard deviation of features, which
are required by the FC3 dissimilarity and dissimilarity of Gabor features and opponent
Gabor features, were estimated on the parameter tuning set of Experiment i4a and on
all images in Experiment i4b.

Results

Both parts of the experiment were computed for 103 random selections of training im-
ages and average classification results are shown in Tab. 6.7. Standard deviations were
below 0.5% and 1.4% for part i4a and i4b, respectively. The best results were achieved
with “↑ 2D CAR-KL β1 – β12, FC3” method, which includes all proposed invariants
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experiment
method i4a i4b size
↑ 2D CAR-KL, FC3 48.5 67.2 325
↑ 2D CAR-KL β1 – β12, FC3 55.7 69.9 505
↑ 2D CAR-KL α1′ , β1 – β12, FC3 56.3 69.1 505
↑ 2D CAR-KL β1 – β7, FC3 54.4 69.8 430
↑ 2D CAR-KL β6β7, FC3 51.4 68.6 355
↑ 2D CAR-KL β6 – β12, FC3 54.8 70.0 430
↑ 3D CAR-KL, FC3 51.2 65.1 295
↑ 3D CAR no eigenvalues, opponent, FC3 49.6 69.1 295
↑ 3D CAR no eigenvalues, FC3 46.6 66.0 295
↑ 3D CAR, FC3 47.4 65.2 295
↑ 3D CAR-KL β1 – β12, FC3 56.3 68.6 355
↑ 3D CAR-KL α1′ β1 – β12, FC3 56.7 68.2 355
↑ GMRF-KL, FC3 36.6 52.2 310
↑ GMRF-KL β1 – β5, β8 – β12, FC3 47.7 59.0 460
Gabor features, RGB 44.6 34.0 144
Opponent Gabor features 41.8 53.1 252
LBP8,1+8,3 32.8 39.8 512
LBP8,1+8,3, RGB 41.2 45.6 1536
LBPu16,2, RGB 38.6 43.4 729
LBPriu2

8,1+24,3, RGB 34.2 42.6 108
LBP-HF8,1+24,3 32.6 50.0 340

method i4a i4b size
2D CAR-KL, FC3 40.2 60.8 260
2D CAR-KL β1 – β12, FC3 46.3 64.3 404
3D CAR, FC3 39.2 59.2 236
3D CAR β1 – β12, FC3 43.1 60.5 284
3D CAR-KL β1 – β12, FC3 47.7 63.0 284

Table 6.7: Experiment i4: Accuracy of material recognition [%] on the ALOT texture
database, with additional β` colour invariants. The values were averaged over 103 ran-
dom selections of training images and the last column contains feature vector sizes.
The bottom table displays the results without the additional level of Gaussian pyramid
(K = 4).
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Figure 6.4: Experiment i4b: Accuracy of material recognition [%] on the ALOT texture
database for different numbers of random training images per material. The values were
averaged over 103 random selections of training images.

and ↑ stands for five pyramid levels. Improvements to alternative features are 11%, 17%
and the addition of invariants β` is responsible for 7%, 3% increase of the performance,
however, the feature vector with β` invariants is substantially longer. Tab. 6.7 also dis-
plays performance of “2D CAR-KL” model with different groups of the illumination
invariants β` .

We also experimented with invariants β6 , β7 computed without Γ(x) function terms
(see formulae (3.11), (3.12)), which saves 20% of overall computation time since the
evaluation of Γ(x) is very time consuming. The performance differences were below the
rounding error in Tab. 6.7 as expected, so that we suggest this implementation. Addi-
tionally, the alternative definition α1′ was tested instead of invariant α1 (see Section 4.2.1
for definitions). The results denoted as “↑ 2D CAR-KL α1′ , β1 – β12, FC3” show perfor-
mance increase in Experiment i4a, but decrease in i4b, therefore additional experiments
are required to decide which definition is advantageous. Finally, the bottom of Tab. 6.7
displays the results with K = 4 level of Gaussian pyramid in order to make the re-
sults comparable with the previous experiments. As expected, the results confirmed that
higher pyramid levels are advantageous for high resolution textures, because they are
able to capture larger spatial relations.

A further comparison of the correct classification in the part i4a is shown in Fib. 6.4,
which displays the progress for different numbers of training samples. The performance
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superiority of the CAR features is maintained for all numbers of training samples and it
is even more significant as the number of training samples decreases. It is obvious that
the results of 2D and 3D models are almost identical. The reason is that the employed
K-L transformation is used in conjunction with the features νs computed as the di-
agonals of the parameter matrices As instead of eigenvalues of As (see Section 4.2.1 for
details). This effectively pushes the 3D model into the 2D form and throws away any
interspectral information.

Moreover, the 3D CAR-KL performed better than the version without K-L trans-
formation. We speculate that it was caused by avoiding the computation of eigenvalues,
because after the computation of eigenvalues it is not guaranteed that the spectral plane
components in the features νs will correspond for different s ∈ Ir . To test this
hypothesis we used νs computed as the diagonals and no K-L transformation, the
results are denoted as “↑ 3D CAR no eigenvalues, FC3” in Tab. 6.7. Although the cor-
respondence of spectral planes was maintained, the results did not improved the original
“↑ 3D CAR, FC3”, therefore another properties are important. One of them is that too
much off-diagonal information was thrown away in “↑ 3D CAR no eigenvalues, FC3”.
This is confirmed by transforming the image into the opponent colour model, denoted as
“↑ 3D CAR no eigenvalues, opponent, FC3”, which improved the results, because this
transformation partly decorrelates spectral planes. In comparison with the other decor-
relation by means of K-L transformation “↑ 3D CAR-KL, FC3”, the results are better in
Experiment i4b, but worse in i4a. We conclude that it would be advantageous to design
some modification of the features that would preserve the correspondence of spectral
planes and simultaneously it neither discard interspectral information of matrices As
nor rely on a decorrelation.

The final remark compares the results of Experiments i4b and i4b. Although Ex-
periment i4b used only a single training image per material, the results are about 15%
better than in Experiment i4a. The reason is that Experiment i4a included a viewpoint
variation, which was even grater in the test set than in the training set. Moreover, the
hold-out methodology used in Experiment i4a produces a lower bound on classification
accuracy.

The proposed features were approximately 1.5× slower than “LBPriu2
8,1+24,3” and

4× faster than Gabor features.

6.1.5 Discussion

To summarise the previous experiments, we conclude that the proposed illumination in-
variant features confirmed their invariance to changes of illumination colour and bright-
ness. They are also considerably robust to changes of illumination direction and image
degradation with an additive Gaussian noise. Most importantly, the illumination invari-
ants retained the discriminability and outperformed the alternative textural features in
the texture recognition tests. A summary of the tested recognition conditions is displayed
in Tab. 6.8.

The overall best results were achieved with the illumination invariants based on the
2D CAR model with K-L transformation followed by the results of 3D CAR model.
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Experiment
i1 i2 i3a i3b i4a i4b

texture database Outex Bonn BTF ALOT
experiment conditions:
illumination spectrum + + − − + +
illumination direction − − + + + +
viewpoint azimuth − − − − − −
viewpoint declination − − − − + −
experiment parameters:
image size (bigger) 512 128 256 256 1536 1536
number of materials 318 68 15 15, 10 200 250
result tables 6.2 6.3 6.4, 6.5 6.6 6.7 6.7

Table 6.8: Parameters of experiments with illumination invariance and comprised varia-
tions of recognition conditions.

However, we suppose that the 3D CAR model would benefit from its generality if larger
textures are available. We suggest using the CAR models with the sixth order hierarchical
neighbourhood and four levels of Gaussian pyramid as it produced steadily good results.
The same parameters are also used in the experiments through the following sections.
Naturally, the results on large textures can be improved with additional levels of the
pyramid and the third order hierarchical neighbourhood is more suitable for textures
smaller than 128× 128.

The most of the discriminative information is concentrated in the invariants νs
and trAs , however, the addition of invariants α1 – α3 , β1 – β12 still improves the
performance. We expect that feature selection methods (Liu and Yu, 2005; Somol et al.,
2010) can be used to evaluate a mutual dependency or redundancy of the features and
to improve the classification results. The definition of features νs as diagonals of the
matrices As is preferred to eigenvalues, because it preserves the ordering according to
image planes and it should be accompanied with some decorrelation of spectral planes.

Moreover, the fuzzy contrast FC3 outperformed the other tested dissimilarities of
feature vectors. Mean and standard deviation of features, which are required by fuzzy
contrast, can be estimated with a sufficiently precision on a small subset of images. This
is confirmed in the next experiments with rotation invariance, where these statistics are
estimated on a fragment of dataset or a specially defined tuning set. If such estimate
is not available, we suggest using L1 norm without β` invariants. We also suppose that
it is possible to estimate means and deviations of features, which can be generally used
in texture comparison, however, additional experiments are required to confirm this
hypothesis.

Additionally, the proposed illumination invariants are also fast to compute and the
feature vector has a reasonable low dimension. A disadvantage is that a reliable estima-
tion of the MRF parameters requires a sufficient size of training data. An interactive
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demonstrations of the performance of the proposed features are available online (Vacha
and Haindl, 2008b, 2007b).

The rest of the chapter presents experiments with methods, which deal with illumi-
nation changes in combination with a rotation of textures.
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6.2 Rotation normalisation and illumination invariant fea-
tures

This section presents experimental results of the method which combines illumination
invariants with a normalisation of texture orientation. The texture is rotated in accor-
dance with its estimated dominant orientation (see Section 5.1 for more details). The
experiment (Vacha and Haindl, 2009) tests the robustness of this normalisation approach
under varying illumination direction and also limited viewpoint changes, which are com-
pensated by texture rotation.

We evaluated the material recognition on the CUReT database (Dana et al., 1999)
to be able to compare our results with alternative approaches even if this database is
already overcome by BTF measurements from the University of Bonn. CUReT is the
first BTF database and it consists of 61 real-world materials captured under different
combinations of viewing and illumination directions. The dataset provided by Varma
and Zisserman (2005) consists of 61 materials, each with 92 images differing in viewpoint
and illumination positions, the resolution is 200× 200 pixels. The dataset of Varma and
Zisserman (2005) can be downloaded from (dataset CUReT).

We followed the experimental setup of Burghouts and Geusebroek (2009b), where
the classification accuracy was tested with randomly selected training samples and the
SVM classifier. The number of training samples per material decreased from 8 to 1. The
mean and standard deviation of correct classification was computed over 103 repetitions
(random selections of training images). On the contrary, we used only the simple 1-NN
classifier.

Additionally to the published results (Burghouts and Geusebroek, 2009b) of rotation
and illumination invariant MR8 features, we compared also the performance of some
other most frequented features. It is worth to note that Gabor features, opponent Gabor
features, and LBP are rotation variant, only exception is rotation invariant “LBPriu2

16,2 ”.
The LBP features were also computed on texture images transformed into opponent
colour space, which is denoted with “opponent” suffix in the results.

The CAR features were computed for K = 4 levels of Gaussian pyramid, using the
6-th order hierarchical neighbourhood. We also experimented with combination of two
models, where each level of Gaussian pyramid was modelled by two models with different
neighbourhood Ir. In that case, illumination invariants for both models were included in
the final feature vector. We used 6-th and 3-th order hierarchical neighbourhoods, which
consisted in η = 14 and η = 6 neighbours, respectively.

Results

Fig. 6.5 shows classification accuracy averaged over 103 random repetitions. It is directly
comparable to the results of Burghouts and Geusebroek (2009b), where the correct clas-
sification with MR8-LINC monotonously decreased, approximately, from 75% to 45%
for 8 to 1 training samples. The best performance was achieved with the combina-
tion of two models “2D CAR-KL 6+3 rot. norm., FC3” and it went from 87% to 53%
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method accuracy size
2D CAR-KL rot. norm., L1 75.6 260
2D CAR-KL rot. norm., FC3 75.1 260
2D CAR-KL 6+3 rot. norm., L1 77.0 392
2D CAR-KL 6+3 rot. norm., FC3 77.6 392
3D CAR rot. norm., L1 69.7 236
3D CAR rot. norm., FC3 67.6 236
3D CAR 6+3 rot. norm., L1 72.4 344
3D CAR 6+3 rot. norm., FC3 72.6 344
Gabor features 61.7 144
Opponent Gabor features 68.7 252
LBP8,1+8,3, RGB 70.9 1536
LBPu2

16,2, RGB 68.7 729
LBPriu2

16,2 , RGB 64.2 54
LBP8,1+8,3 66.9 512
LBP8,1+8,3, opponent 57.4 1536
LBPu2

16,2, opponent 69.7 729
Burghouts and Geusebroek (2009b):
MR8 58 600
MR8-NC 54 600
MR8-INC 60 600
MR8-LINC 67 600
MR8-SLINC 57 600

Table 6.9: Accuracy of material recognition [%] on the CUReT dataset, using 4 random
training images per texture. The values were averaged over 103 random selections of
training images and the last column contains feature vector sizes.
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Figure 6.5: Accuracy of material recognition on the CUReT dataset for different numbers
of random training images, mean values were computed over 103 repetitions.

with standard deviations from 0.6% to 1.5%. The suffix “rot. norm.” stands for the
rotation normalisation by means of dominant orientation estimation. More details are
displayed in Tab. 6.9, which compares classification accuracy of different features, all
standard deviations were below 1%. The best performance 77,6% was again achieved
with “2D CAR-KL 6+3 rot. norm., FC3” method, closely followed by a single model
“2D CAR-KL rot. norm., L1”. The best alternative features were “LBP8,1+8,3” with
average performance 70.9% and four times longer feature vector.

Unfortunately, illumination direction changes can influence the detection of dominant
orientation and result in possible misclassification, especially for rough textures. This
difficulty is solved by rotation invariants features, which outperformed this normalisation
approach and whose results are presented in the following section.
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6.3 Rotation and illumination invariant features

We present the performance of the proposed method which combines illumination invari-
ant CAR features with rotation invariance (described in Section 5.2). The comparison
(Vacha et al., submitted) was performed on four different texture databases in three ex-
perimental setups. The first experiment is focused on the robustness of textural features
under varying illumination and viewpoint positions, which resembles real-world scenes
with natural materials. In the second experiment, we tested features under varying illu-
mination spectrum and texture rotation, which simulates different day light or artificial
illuminations. In the third experiment, our results were compared with other recently
published features.

The proposed features were again computed on K = 4 levels of Gaussian pyramid,
which were built either directly on C spectral planes or on spectral planes decorrelated by
K-L transformation (indicated with “-KL” suffix). The CAR models were estimated with
the 6-th order hierarchical neighbourhood (η = 14 neighbours), which corresponds to
maximum radius 3 used in the RAR models. The moment based features are composed of
either a full set of invariants “m1(model)” or reduced set of invariants “m2(model)”, both
sets are defined in Section 5.2.2. The feature vector sizes are displayed together with the
results in each experiment. Finally, the feature vectors are compared in fuzzy contrast
FC3 (see Section 3.2), since the normalisation of different feature scales is necessary.
The feature means and standard deviations, which are required by fuzzy contrast, were
estimated either on a parameter tuning set or on a training set if the tuning set was not
available.

The proposed features were compared with the following illumination and rotation
invariant features: MR8-NC and MR8-LINC (which were reported with the best per-
formance from MR8-* texton methods in Burghouts and Geusebroek (2009b)), LBPriu2

P,R

and LBP-HF features. The details of these methods are described in Sections 2.2.5, 2.2.4.

6.3.1 Experiment %1 – ALOT, CUReT

In the first experiment in this section, we followed the experimental setup of Burghouts
and Geusebroek (2009b) and evaluated the texture recognition accuracy on CUReT
(Dana et al., 1999) and ALOT (Burghouts and Geusebroek, 2009b) datasets.

As it was mentioned, the ALOT library is a BTF database containing a collection
of 250 natural and artificial materials, each acquired with varying viewpoint and illu-
mination positions, plus one illumination spectrum. Most of the materials have rough
surfaces, which result in significant variations of their appearance, including variable
cast shadows (see example images in Figs. 1.2, 6.6). The ALOT database is available for
download at (database ALOT).

The dataset of Burghouts and Geusebroek (2009b) consisted of images of the first 200
materials divided into parameter tuning, training, and test sets, each with 2400 images.
Let c stands for camera, l for light, i for reddish illumination, and r for material rotation.
The parameter tuning set consisted in samples with setups c{1, 4}l{1, 4, 8}r{60◦, 180◦};
the training set contained images with c{1, 4}l{1, 4, 8}r{0◦, 120◦} and finally, the test
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Figure 6.6: Example materials from the ALOT dataset and their appearance for different
camera and light conditions. The two columns on the right are acquired from viewpoint
with declination angle 60◦ from the surface macro-normal.

set was defined as c3l2r{0◦, 120◦}, c{2, 3}l{3, 5}r{0◦, 120◦}, c2l2r0◦, and c1ir0◦. Addi-
tionally, we cropped all the images to the same size 1536× 660 pixels.

The CUReT database also consists of real-world materials acquired with different
combinations of viewing and illumination directions. The dataset provided by Varma
and Zisserman (2005) contained of 61 materials, each with 92 samples differing in view-
point and illumination positions; image resolution was 200× 200 pixels. This dataset is
freely available and it can be downloaded from (dataset CUReT). Since the dataset did
not define any parameter tuning set, we defined it as the subset of training set which
contained the first four samples of each material.

In the setup of Burghouts and Geusebroek (2009b), the classification accuracy was
tested with randomly selected training samples from the training set and the SVM
classifier. The number of training samples per material decreased from 8 to 1, mean
and standard deviation of classification accuracy were computed over 103 repetitions
(random selections of training images). We differ only in the classifier, where the simple
1-NN was employed instead of SVM.
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Figure 6.7: Experiment %1: Accuracy of material recognition [%] for CUReT and ALOT
datasets, using different numbers of random training images per material. The values
were averaged over 103 random selections of training images.
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Figure 6.8: Experiment %1: Accuracy of material recognition [%] for the ALOT dataset,
using 4 training samples per material. On the top, there is the recognition accuracy per
material, where the materials were sorted by their recognition accuracy. In the bottom,
the accuracy is grouped by camera position of test samples: top (1-6), from side (7-12).
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Results

The results of correct classification and the progression for different number of training
samples are displayed in Fig. 6.7. Standard deviations for the CUReT is below 0.7%,
1%, and 1.6% for 8, 4, and 1 samples, respectively and for the ALOT dataset, they are
below 0.4%, 0.5% and 0.6% for the same number of samples. The graphs in Fig. 6.7 are
directly comparable to the results of Burghouts and Geusebroek (2009b), where the best
classification accuracy monotonously decreased from 75% to 45% for MR8-LINC on the
CUReT and from 40% to 20% for MR8-NC on the ALOT dataset.

The more detailed comparison is displayed in Tab. 6.10, which includes also the
separate results of our two approaches to rotation invariance. The best results were
achieved with the combination of these two approaches “3D RAR + m1(3D CAR-KL),
FC3” on ALOT, and its 2D version on CUReT, both closely folowed by variants with
reduced moment set m2. They performed significantly better than LBP and MR8-*
alternatives on both datasets. On the ALOT dataset, the proposed features surpassed the
best alternative by more than 20%. This remarkable improvement was probably achieved
by the combination of colour invariance and robustness to local intensity changes. The
performance difference was maintained for all numbers of training images. Moreover, the
3D model outperformed its 2D counterpart on the ALOT dataset, since large textures
provided enough training data for a precise estimation of interspectral relations.

The recognition accuracy per material is displayed in Fig. 6.8, where the materials
are sorted according to their recognition accuracy. This graph implies that the ALOT
dataset includes some very easily recognisable materials as well as extremely difficult
ones. It is worth to note that one half of the ALOT test set is acquired with camera 3,
which is closer to the material surface and which viewpoint declination angle is more
extreme than declinations of cameras used in the training set. (Example images from
camera 3 are in two columns on the right in Figs. 1.2, 6.6). As result, the classification
accuracy for these side viewed images is approximately half of the accuracy for the
images from top camera positions, or even worse for LBP features as shown in Fig. 6.8.
The reason is that none of the compared features are invariant to perspective projective
transformation.

Moreover, large texture size in the ALOT database enabled us to experiment with an
additional level of the Gaussian pyramid (K = 5). This additional level with lower reso-
lution captures larger spatial relations in textures, which is confirmed with a significant
performance increase in the ALOT column in Tab. 6.10 – bottom table. The CUReT
column in the same table displays that the additional pyramid levels may decrease the
performance when the images do not provide enough data.

Finally, the results on the CUReT dataset (Tab. 6.10, Fig. 6.7) are directly compara-
ble with the results of rotation normalisation method displayed in Tab. 6.9 and Fig. 6.5.
The results of the rotation invariants are slightly better than the results of rotation
normalisation approach. The experiment on ALOT dataset can be also very roughly
compared with Experiment i4a (Tab. 6.7, Fig. 6.4), which has similar experiment setup,
but excluding one half of images to avoid texture rotations.
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method CUReT ALOT size
2D RAR-KL, FC3 63.2 45.3 180
m1(2D CAR-KL), FC3 75.1 38.8 172
m2(2D CAR-KL), FC3 76.4 37.1 108
2D RAR-KL + m1(2D CAR-KL), FC3 79.6 53.4 352
2D RAR-KL + m2(2D CAR-KL), FC3 79.0 52.6 288
3D RAR, FC3 61.9 46.8 156
m1(3D CAR), FC3 57.4 26.0 148
m1(3D CAR-KL), FC3 70.5 41.1 304
m2(3D CAR-KL), FC3 72.6 39.2 84
3D RAR + m1(3D CAR-KL), FC3 77.9 58.3 304
3D RAR + m2(3D CAR-KL), FC3 77.9 57.1 240
LBP8,1+8,3, RGB 70.9 32.0 1536
LBPriu2

8,1+24,3, RGB 72.4 33.2 108
LBPriu2

8,1+24,3 66.6 24.3 36
LBP-HF8,1+24,3 69.1 29.9 340
LBP-HF8,1+16,2+24,3 69.6 29.4 448
Burghouts and Geusebroek (2009b):
MR8-NC 54 36 600
MR8-LINC 67 30 600

method CUReT ALOT size
↑ 2D RAR-KL + m1(2D CAR-KL), FC3 78.5 61.6 440
↑ 3D RAR + m1(3D CAR-KL), FC3 74.7 65.3 380

Table 6.10: Experiment %1: Accuracy of material recognition [%] on CUReT and ALOT
datasets, using 4 random training images per material. The values were averaged over
103 random selections of training images. The bold values highlight the best results in
groups and the last column consists of feature vector sizes. The bottom table displays
the results with one additional level of Gaussian pyramid (K = 5).
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The average analysis time for large ALOT images was 20 s for “2D RAR-KL”, 11 s
for “m1(2D CAR-KL)”, and 10 s for “LBPriu2

8,1+24,3, RGB” features, all computed on AMD
Opteron 2.1 GHz. The analysis of small CUReT images spent 0.8 s, 0.5 s, and 0.4 s of
CPU time per image, respectively.

6.3.2 Experiment %2 – OUTEX TC 00012

In the second experiment, we demonstrate the performance of the proposed rotation
invariant features on the Outex database (Ojala et al., 2002a), which consists of ma-
terial images acquired under three illuminations with different spectra. Some example
images are displayed in Fig. 6.1. The experiment was performed on the classification test
OUTEX TC 00012 (Ojala et al., 2002a). The experimental setup slightly resembles Ex-
periment i2 (OUTEX TC 00014), however, texture rotations were added and only about
one fourth of materials was used. The test is freely available for download at (database
Outex).

In this setup, 24 materials were selected from the Outex database, subsequently
20 subsamples with size 128×128 were extracted for each of 9 rotations of each material.
The training set consisted in 20 subsamples per material, with 0◦ rotation, illuminated
with the “inca” light source. On the other hand, the each of two test sets consisted of
20 subsamples per material, with all 9 rotations. The first test set contained subsamples
illuminated with “horizon”, while the second one contained images with “tl84” light.
Consequently, the train set consisted of 480 images, while the test sets were composed of
4320 images each. Although this setup (Ojala et al., 2002a) was designed with focus on
colour invariance, all images are available only in the grey-scale. Therefore, this setup

method average size
2D RAR-KL, FC3 87.5 48
m1(2D CAR-KL), FC3 64.6 44
m2(2D CAR-KL), FC3 68.1 28
2D RAR-KL + m1(2D CAR-KL), FC3 87.6 92
2D RAR-KL + m2(2D CAR-KL), FC3 89.6 60
LBPriu2

8,1+24,3 87.6 36
Ojala et al. (2002b):
LBPriu2

8,1+24,3 87.2 36
Ahonen et al. (2009):
LBPriu2

8,1+24,3 88.3 36
LBP-HF8,1+24,3 91.7 340
LBP-HF8,1+16,2+24,3 92.5 448

Table 6.11: Experiment %2: The results [%] of the Outex classification test OU-
TEX TC 00012 averaged over both test sets. The last column consists of feature vector
sizes.
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disables an exploitation of interspectral dependences, which are the key properties in
illumination spectrum invariance.

We used the 1-NN classifier instead of 3-NN used by Ojala et al. (2002b), since
the performance differences were negligible. The averages of correct classification
on both test sets are displayed in Tab. 6.11. The recently published results of
“LBP-HF8,1+16,2+24,3” are slightly better than the proposed features, however the fea-
ture vector of “LBP-HF8,1+16,2+24,3” is almost five times longer. The proposed features
suffered from grey-scale input images, which are not, in our opinion, suitable for testing
of colour invariance.

6.3.3 Experiment %3 – KTH

The third experiment with rotation invariance compares the performance of the proposed
features on the KTH-TIPS2 database (Caputo et al., 2005), which includes samples with
different scales and rotations. Because the scale and rotation variations are included in
the training set, the invariance is not a key issue.

The KTH-TIPS2 database contains 4 samples of 11 materials categories, each sam-
ple consists of images with 4 different illuminations, 3 in-plane rotations and 9 scales.

method average size
2D RAR-KL, FC3 58.6 180
m1(2D CAR-KL), FC3 59.6 172
m2(2D CAR-KL), FC3 59.1 108
2D RAR-KL + m1(2D CAR-KL), FC3 63.2 352
2D RAR-KL + m2(2D CAR-KL), FC3 63.0 288
3D RAR, FC3 58.8 156
m1(3D CAR), FC3 49.6 148
m1(3D CAR-KL), FC3 58.7 148
m2(3D CAR-KL), FC3 57.8 84
3D RAR + m1(3D CAR-KL), FC3 65.0 304
3D RAR + m2(3D CAR-KL), FC3 65.0 240
LBP8,1+8,3, RGB 56.0 1536
LBPriu2

8,1+24,3, RGB 54.1 108
LBPriu2

8,1+24,3 49.6 36
Ahonen et al. (2009):
LBPriu2

8,1+24,3 50.7 36
LBP-HF8,1+24,3 54.2 340
LBP-HF8,1+16,2+24,3 54.6 448

Table 6.12: Experiment %3: Accuracy of material classification [%] on KTH-TIPS2
database averaged over 104 random training set selections. The last column consists
of feature vector sizes.
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The illumination conditions consist in 3 different directions plus 1 image with differ-
ent spectrum. There are 4572 images in total and their resolution is varying around
200 × 200 pixels. The KTH-TIPS2 database can be freely downloaded from (database
KTH-TIPS2).

We followed the experimental setup of Ahonen et al. (2009), where the 1-NN classifier
was trained with one random sample (4 × 3 × 9 images) per material category. The
remaining images (3 × 108 per category) were used for testing. This was repeated for
104 random partitioning to training and test sets. Since the setup did not define any
parameter tuning set, we defined it as the subset of training set which contained the
first sample of each material category.

The average classification accuracy for different features is compared in Tab. 6.12,
where standard deviations were 2% or below. Although, a large variety of training
image conditions allowed non-invariant features to perform comparably, still the pro-
posed features took advantage of their invariance and outperformed alternatives by more
than 10%.

6.3.4 Discussion

The previous experiments were designed to closely resemble real-life conditions of a
material recognition. The tests were performed on 4 different texture databases, which
included almost 300 natural and artificial materials and which were acquired with various
conditions of viewpoint, illumination colour and direction. A summary of the tested
recognition conditions is displayed in Tab. 6.13.

The experiments confirmed that the proposed illumination invariants were success-
fully integrated with two constructions of rotation invariants: either modelling of rotation
invariant statistics (RAR model) or moment invariants computed from direction sensi-

Experiment
%1 %2 %3

texture database CUReT ALOT Outex KTH-TIPS2
experiment conditions:
illumination spectrum − + + +
illumination direction + + − +
viewpoint azimuth + + − −
viewpoint declination + + − −
experiment parameters:
image size (bigger) 200 1536 128 200
number of materials 61 200 24 11
result tables 6.10 6.10 6.11 6.12

Table 6.13: Parameters of experiments with combined illumination and rotation invari-
ance, including variations of recognition conditions.
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tive model parameters (m(CAR) model). As the overall best method we suggest the
combination “3D RAR + m2(3D CAR-KL)” or its 2D counterpart if less training data
are available. The proposed features outperformed leading alternative features as MR8-*,
LBPriu2 and LBP-HF.

In all experiments with rotation invariance, we included the 2D CAR model with
K = 4 level of Gaussian pyramid and 6-th order hierarchical neighbourhood so that the
results were comparable. Naturally, the performance on large textures can be improved
by additional pyramid levels as it was demonstrated in Experiment %1.

It is worth to note that, from the theoretical point of view, the employed rotational
invariants are invariant only to image rotation. However, in our experiments we tested the
feature robustness to real rotation of materials including rough ones, whose appearance
depends on orientation to the light source and therefore they cannot be modelled as
a simple image rotation.

Finally, from the statistical point of view, Experiments i2, i4a, %1, %2 used the hold-
out estimation of classification accuracy. This estimation is based on strictly separated
training and test sets and it produces a lower bound on classification accuracy. On the
other hand, the methodology in Experiments i3, i4b, %3 is somewhere between the hold-
out and the leave-one-out estimation, which yields an upper bound. The leave-one-out
exploits all but one training samples, while we used only a single or few training samples
per material.

An interactive demonstration of the proposed methods and their perfomance on
ALOT textures is available online (Vacha and Haindl, 2010d).
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Applications

The proposed textural features were applied in various fields, which range from decora-
tion industry to psychophysical studies and a medical application.

Firstly, we present the content-based tile retrieval system (Vacha and Haindl, 2010c),
which was built on the proposed colour invariant textural features, supplemented with
colour histograms and LBP features. This computer-aided tile consulting system retrieves
tiles from digital tile catalogues, so that the retrieved tiles have as similar pattern and/or
colours to the query tile as possible. The system can be exploited in many ways: A user
can take a photo of old tile lining and find a suitable replacement of broken tiles from
recent production. Or during browsing of digital tile catalogues, the system can offer
another tiles that “you may like” based on similar colours or patterns, which could be
integrated into an internet tile shop. Or tiles can be clustered according to visual simi-
larity and, consequently, digital catalogues can be browsed through the representatives
of visually similar groups (Chen et al., 2005). An user would start with general groups,
browse to specific design styles and further to particular tiles. In all previous cases,
the system would benefit from its robustness to illumination changes and possible noise
degradation. Finally, the performance of the system was verified on a large commercial
tile database in a visual psychophysical experiment.

The second application (Haindl et al., 2009) integrated the proposed colour invari-
ants into the unsupervised texture segmentation method by Haindl and Mikeš (2006);
Mikeš (2010), which works with multispectral textures and unknown number of classes.
The performance of the presented method was tested on the large illumination invariant
benchmark from the Prague Segmentation Benchmark (Haindl and Mikeš, 2008) using
21 frequently used segmentation criteria and compared favourably with an alternative
segmentation method. Segmentation is the fundamental process of computer vision and
its performance critically determines results of many automated image analysis systems.
The segmentation applications (Mikeš, 2010) include: remote sensing, defect detection,
mammography, and cultural heritage applications. Finally, the segmentation can be em-
ployed in extension of previously mentioned tile retrieval system to a general CBIR
system.
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In the third application (Filip et al., 2010), the proposed textural features were suc-
cessfully used as statistical descriptors of subtle texture degradations. The features were
markedly correlated with the psychophysical measurements and therefore they can be
used for automatic detection of subtle texture changes on rendered surfaces in accor-
dance with human vision. Such degradation descriptors are beneficial for compression
methods, where the compression parameters have to be set so that the compression is
efficient and visual appearance changes remain negligible. The proposed descriptors were
targeted to compression of view- and illumination-dependent textures, which depend on
massive measured data of BTF and therefore their compression is inevitable. The de-
scriptors allow automatic tuning of compression parameters to a specific material so that
subsequent BTF based rendering methods can deliver realistic appearance of materials
(Filip and Haindl, 2009; Havran et al., 2010).

Finally, the proposed textural features were applied (Kolář and Vacha, 2009) to
analysis of images of retinal nerve fibers (RNF) layer, which texture changes indicate
gradual loss of the RNF that it is one of glaucoma symptoms. The early stage detection of
RNF losses is desired since the glaucoma is the second most frequent cause of permanent
blindness in industrial developed countries. It was shown that the proposed textural
features can be used for discrimination between healthy and glaucomatous tissue and
therefore they may be used as a part of feature vector in Glaucoma Risk Index, as
described in Bock et al. (2007) or in a screening program.

The second, third, and fourth applications were developed jointly with colleagues
from Pattern recognition department and DAR research centre.
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7.1 Content-based tile retrieval system

Ceramic tile is a decoration material, which is widely used in the construction industry.
Tiled lining is relatively long-lived and labour intensive, hence a common problem to
face is how to replace damaged tiles long after they are out of production. Obvious
alternative to costly and laborious complete wall retiling is finding of the tile replacement
from recent production which is as similar to the target tiles as possible. Tiles can
differ in size, colours or patterns. We are interested in automatic retrieval of tiles as
the alternative to usual slow manual browsing through digital tile catalogues and the
subsequent subjective sampling. Manual browsing suffers from tiredness and lack of
concentration problems, leading to errors in grading tiles. Additionally, gradual changes
and changing shades due to variable light conditions are difficult to detect for humans.
The presented computer-aided tile consulting system retrieves tiles from a tile digital
database so that the retrieved tiles are maximally visually similar to the query tile.
A user can demand either similar patterns, colours or a combination of both. Although
this section is concerned with the problem of automatic computer-aided content-based
retrieval of ceramic tiles, the modification for defect detection or product quality control
is straightforward.

Textures are important clues to specify surface materials as well as design patterns.
Without textural description the recognition is limited to different modifications of colour
histograms only and it produces unacceptably poor retrieval results. Therefore image re-
trieval systems (e.g. Chen et al. (2005); Snoek et al. (2008)) employed combination of
various textural and colour features. A tile classifier (Ar and Akgul, 2008) used veins,
spots, and swirls resulting from the Gabor filtering to classify marble tiles. The verifica-
tion was done using manual measurement from a group of human experts. The method
neglected spectral information and assumed oversimplified normalized and controlled
illumination in a scanner. Similar features were used for a detection of tile defects (Mon-
adjemi, 2004).

Unfortunately, the appearance of natural materials is dependent on illumination
colour or direction, which variations are inevitable, unless all images are acquired in
a strictly controlled environment. One of solutions is a texture representation by means
of illumination invariant features. Popular choices are LBP features (Ojala et al., 2002b;
Ahonen et al., 2009), which are, however, very noise sensitive. Or illumination invariant
extensions (Burghouts and Geusebroek, 2009b) of MR8 texton representation of Varma
and Zisserman (2005).

We presented (Vacha and Haindl, 2010c) a tile retrieval system, which takes advan-
tage of a separate representation of colours and texture. The performance of tile retrieval
system was evaluated in a visual psychophysical experiment.

7.1.1 Tile analysis

Analysis of tile image is separated into two independent parts: colour analysis and texture
analysis. An advantage of this separation is ability to search for tiles with similar colours,
texture, or both — according to the user preference.
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The colours are represented by histograms, which discard any spatial relations. On
the other hand, the texture analysis is based on spatial relation modelling by means of
the 2D CAR model, which is followed by computation of colour invariants introduced
in Section 4.2. Colour invariants are employed instead of texture analysis of grey-scale
images, because colour invariants are able to distinguish among structures with same
luminance. Other important properties of the proposed colour invariants are: invariance
to brightness changes, robustness to illumination direction variation, and robustness to
an image degradation with Gaussian noise. These properties were confirmed by the ex-
periments in Section 6.1, where the proposed colour invariants outperformed alternative
textural features such as Gabor features or LBP.

Colour histograms

Colour information is represented by means of cumulative histograms (Stricker and
Orengo, 1995), which are computed for each spectral plane separately. The cumula-
tive histogram is defined as the distribution function of the image histogram, the i-th
bin Hi is computed as

Hi =
∑
`≤i

h` , (7.1)

where h` is the `-th bin of the ordinary histogram. The distance between two cumulative
histograms is computed in L1 metric.

2D CAR textural analysis

The texture analysis is based on the underlying representation with the efficient 2D CAR
model (Section 3.1.4). The model parameters are estimated and subsequently trans-
formed into the colour invariants, which characterize the texture (see details in Sec-
tion 4.2.2).

At the beginning, the spectral planes of a tile image are decorrelated with K-L trans-
formation and Gaussian pyramid with K = 4 levels is built. Subsequently each pyramid
level is modelled by the set of C 2D CAR models with the sixth order hierarchical neigh-
bourhood Ir, |Ir| = 14 neighbours. The following colour invariant features are employed:

trAs , νs,j , α1,j , α2,j , α3,j ∀s ∈ Ir , j = 1 . . . C ,

where C is the number of image spectral planes. Moreover, the 2D CAR models analyse
a texture in some fixed movement direction, therefore additional directions are employed
to capture supplementary texture properties. The texture is analysed in three orthogonal
directions: row-wise, column-wise top-down, and column-wise bottom-up. Finally, the
colour invariants from all pyramid levels and directions are concatenated into a common
feature vector.

This textural representation is based on the homogeneity assumption, which is an
inherent property of all textures. Unfortunately, some tiles contain insets or other vio-
lations of the homogeneity assumption. Therefore the textural features are additionally
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Figure 7.1: Partition of tile image into five regions. The texture is analysed in the whole
image and separately in these regions.

computed on each of five tile regions depicted in Fig. 7.1. The dissimilarity of two tiles
T, S is combined from dissimilarity of whole images and dissimilarities of correspond-
ing image regions, which utilise fuzzy contrast FC3 (3.24). Consequently, the overall
dissimilarity of tiles D(T, S) is defined as

D(T, S) = Norm

(
5∑
`=1

FC3 (T`, S`)

)
+ Norm (FC3 (T, S)) , (7.2)

Norm(FC3 (T, S)) =
FC3 (T, S)− µ(FC3)

σ(FC3)
, (7.3)

where T` , S` are the `-th regions of images T, S, respectively. Norm is dissimilarity
normalisation, where µ(FC3) and σ(FC3) are mean and standard deviation of FC3

dissimilarities of all images. In practice, µ(FC3) and σ(FC3) could be estimated on
a subset of dataset, since the precise estimation is not necessary. This textural tile
representation is denoted as “2D CAR-KL 3x” in the results.

7.1.2 Experiment

The textural part of the proposed tile representation was evaluated in a visual psy-
chophysical experiment, where the quality of retrieved images was evaluated by volun-
teers. The results were compared to alternative textural representation by “LBP8,1+8,3”
features (see definition in Section 2.2.4).

The experiment was conducted on the dataset of 3301 tile images downloaded from
an internet tile shop.1 All images were resampled to the common size 300× 400 pixels,
the aspect ratio of rectangular images was maintained and the bigger side was resized
to match the size. Thirty-four volunteers (26 males, 8 females) participated in our test.
Age of participants ranged from nineteen to sixty, but majority was below forty. About
one half of the participants were specialist in the field of image processing. The test
was administered over the Internet using a web application so each participant used

1http://sanita.cz
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their own computer in their environment. This setup is plausible, because we focused on
significant, first glance differences, which are unlikely to be influenced by test conditions.

The test was composed of subsequent steps, in each step a query image and four test
images were displayed. These four test images were composed of two images retrieved by
the 2D CAR method and two retrieved by LBP as the most similar to the query image,
they were presented in a random order. Participants were instructed to evaluate quality
of the retrieved images according to structural/textural similarity with the query image,
regardless of colours. There were four ranks available: similar = 3, quite similar = 2,
little similar = 1, dissimilar = 0. Subjects were also instructed that they should spend
no more than one or two seconds per one test image. Because the presented system has
been intended to be a real-life application, we did not provide any examples of similar
or dissimilar images, but we let people to judge the similarity according to their own
subjective opinion.

The query images were once randomly selected and remained same for all participants
in one run. Moreover, the query images were presented in a fixed order, so that the
participants were not influenced by different knowledge of previous images. The first
three query images were selected manually and were not counted in the results. The
reason was to allow subjects to adjust and stabilise their evaluation scale.

The test was performed in two runs, where a single run consisted of the same query
and test images evaluated with different subjects. The first run consisted of 66 valid steps
evaluated with 23 subjects, while the second one contained 67 valid steps ranked by 11
subjects. The evaluation of one subject was removed due to significant inconsistency
with the others (correlation coefficient = 0.4). (The definition of correlation coefficient
is in equation (7.7) in the following section.) Average correlation coefficients of subjects’
evaluations were 0.64 and 0.73 for the first and the second run, respectively, which implies
certain consistency in subjects’ similarity judgements.

Results

The experimental results are presented in Tab. 7.1, which shows average ranks and
standard deviations of retrieved images. The distribution of given ranks is displayed
in Fig. 7.2. It can be seen that the performance of both methods is comparable and
successful. About 76% of retrieved images were considered to be similar or quite similar
and only 12% were marked as dissimilar. More than two thirds of the participants ranked
the retrieved tiles as quite similar or better on average, as can be seen in Fig. 7.3. Different
subjects’ means in Fig. 7.3 show that the level of perceived similarity is subjective and
a personal adaptation would be beneficial. Unfortunately, such an adaptation is not
always possible since it requires a user feedback.

As expected, the further analysis of the collected data revealed that LBP and 2D CAR
methods prefer different aspects of structural similarity. The LBP method is better with
regular images that contain several distinct orientations of edges, while the 2D CAR
model excels in modelling of stochastic patterns. Moreover, LBP describes any texture
irregularities in contrast to 2D CAR model, which enforces homogeneity and small irreg-
ularities are ignored as errors or noise. Both approaches are plausible and it depends on
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2D CAR-KL 3x LBP8,1+8,3

run 1 2.21± 0.64 2.22± 0.65
run 2 2.23± 0.62 2.21± 0.57

Table 7.1: Quality of texture retrieval methods as evaluated by subjects. The table con-
tains average ranks (0 = dissimilar – 3 = similar) and corresponding standard deviations.

run 1

ranks

%

2D CAR-KL 3x

run 2

ranks

%

2D CAR-KL 3x

Figure 7.2: Histogram of ranks (0 = dissimilar – 3 = similar) given by participants. The
first row shows histograms for the first test run, while the second row for the second run.

Figure 7.3: Distribution of average ranks given by participants in the first and the second
test run.
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query similar colours similar texture

Figure 7.4: Examples of similar tiles retrieved by our system, which is available online
at http://cbir.utia.cas.cz/tiles/. The query image, on the left, is followed by two
images with similar colours and texture (“2D CAR-KL 3x” features). The images are
from the internet tile shop http://sanita.cz .
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a subjective view, which approach should be preferred. Moreover, the 2D CAR features
are more robust to changes of illumination direction, which was demonstrated in the
experiments in Section 6.1.

Based on the previous evaluation, we decided to benefit from the both tested textural
representations and include them into our retrieval system. The final retrieval result is
consequently composed of images with colour similarity, texture similarity according to
“2D CAR-KL 3x”, and texture according to “LBP8,1+8,3” features.

7.1.3 Conclusion

In this application, the proposed colour invariant textural features were incorporated into
a tile retrieval system, which takes advantage of separate representation of colours and
texture. Moreover, the performance of the proposed features was successfully evaluated
in a psychophysical experiment, where the relevance of retrieved tiles was rated by more
that thirty volunteers. Finally, an interactive demonstration of our tile retrieval system
is available online at (Vacha and Haindl, 2010e), some examples of retrieved tiles are
shown in Fig. 7.4

The presented retrieval system is not limited to tile images and it can be used with
other kinds of images, where the structure is important property, e.g. textiles/cloths and
wallpapers.
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7.2 Illumination invariant unsupervised segmenter

Segmentation is the fundamental process which affects the overall performance of many
automated image analysis systems. Image regions, homogeneous with respect to some
usually textural or colour measure, which result from a segmentation algorithm, are
analysed in subsequent interpretation steps. Texture-based image segmentation is an
area of intense research activity in recent years and many algorithms were published in
consequence of all this effort. These methods are usually categorised (Reed and du Buf,
1993) as region-based, boundary-based, or as a hybrid of the two. Different published
methods are difficult to compare because of lack of a comprehensive analysis together
with accessible experimental data, however available results indicate that the ill-defined
texture segmentation problem is still far from being satisfactorily solved. Spatial in-
teraction models and especially MRF-based models are increasingly popular for texture
representation: Reed and du Buf (1993); Kashyap and Khotanzad (1986); Haindl (1991),
etc. Several researchers dealt with the difficult problem of unsupervised segmentation,
where the number of regions is unknown: Panjwani and Healey (1995); Manjunath and
Chellapa (1991); Andrey and Tarroux (1998); Haindl (1999); Haindl and Mikeš (2004);
Hoang et al. (2005) or Haindl and Mikeš (2006); Mikeš (2010).

Realistic remote sensing, outdoor, security, and many others applications of these
segmenters often have to deal with variable illumination of the segmented scene. There-
fore we integrated the proposed illumination invariant features into the unsupervised
segmenter of Haindl and Mikeš (2006) to a produce illumination invariant texture seg-
menter (Haindl et al., 2009).

7.2.1 Texture segmentation algorithm

The texture is modelled by the 3D CAR model (see Section 3.1.3), which is adaptively
estimated at each pixel position. The proposed colour invariants (see Section 4.2.1), are
computed from the model parameters and the segmentation is performed by clustering
of these colour invariants.

The 3D CAR model with exponential data forgetting (Haindl and Šimberová, 1992)
was used in order that the model was able to adapt to different textures. The model
is estimated in four directions of movement (top-down, bottom-up, rightward, leftward)
and colour invariants for all directions are used to form parameter space Θ . We use
colour invariants:

trAs , νs,j , ∀s ∈ Ir , j = 1 . . . C ,

where Ir is model contextual neighbourhood and C is the number of image spectral
planes. Finally, pixel colour is transformed into Lab colour space and a, b components
are added into parameter space Θ .

Mixture based segmentation

Multi-spectral texture segmentation is done by the algorithm of Haindl and Mikeš (2006);
Mikeš (2010) applied to parameter space based on the colour invariants. The segmen-
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tation is performed by clustering in the parameter space Θ defined on the lattice I, Θr

is parameter vector computed at pixel location r ∈ I. We assume that this parametric
space can be represented by means of the Gaussian mixture model (GM) with diagonal
covariance matrices. The Gaussian mixture model for parametric representation Θ is as
follows:

p(Θr) =
L∑
`=1

p` p(Θr |µ`,Σ`) , (7.4)

p(Θr |µ`,Σ`) =
1

(2π)
d
2 |Σ`|

1
2

exp−
(Θr − µ`)TΣ−1

` (Θr − µ`)
2

, (7.5)

where L is the number of components, p` is component weight and µ` , Σ` are mean
and standard deviation parameters of the `-th component, d = |Θ| is the dimension
of feature space. The mixture model equations (7.4), (7.5) are solved using a modified
Expectation Maximisation (EM) algorithm. The algorithm is initialised using µ` , Σ`

statistics estimated from the corresponding rectangular subimages obtained by regular
division of the input texture mosaic.

After the initialisation, the steps of the EM algorithm are alternating. The compo-
nents with smaller weights than a fixed threshold are eliminated a merged to the most
similar component according to Kullback Leibler divergence. The algorithm stops when
either the likelihood function has negligible increase or the maximum iteration number
threshold is reached.

The pixels are assigned to the clusters according to the highest component probabil-
ities. A local smoothing is applied so pixel at location r is assigned to the `-th cluster if

πr,` = max
`

∑
s∈Ir�

ws p(Θr−s |µ`,Σ`) ,

where ws are fixed distance-based weights, Ir� is a rectangular neighbourhood. If πr,`
is lower than a threshold, the pixel at location r is unclassified. In the post-processing
step, the regions with similar statistics are merged and clusters smaller than a given
threshold are attached to their larger neighbours with the highest similarity value. More
details on the segmentation algorithm are presented in Haindl et al. (2009) or Mikeš
(2010).

7.2.2 Experimental results

The algorithm was tested on mosaics of natural colour textures from the Prague Texture
Segmentation Data-Generator and Benchmark (Haindl and Mikeš, 2008). This bench-
mark consists of randomly generated layouts of mosaic, which are filled with randomly
selected colour textures from the large Prague colour texture database. The benchmark
also provides ranking of segmentation results according to various segmentation criteria.
There are implemented 27 most frequented evaluation criteria (Haindl and Mikeš, 2008)
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Benchmark – colour with illumination invariance
AR3D+EM ii AR3D+EM HGS E HGS C

↑ CS 40.70 34.14 9.55 9.17
↓ OS 53.02 53.33 19.30 12.80
↓ US 16.76 13.29 30.05 37.48
↓ ME 13.96 20.12 39.72 38.41
↓ NE 14.85 20.57 39.64 35.36
↓ O 35.17 31.53 56.44 68.87
↓ C 91.72 95.34 60.20 51.63
↑ CA 59.15 57.87 40.20 35.81
↑ CO 65.72 64.76 53.61 50.70
↑ CC 86.36 87.17 62.45 60.67
↓ I. 34.28 35.24 46.39 49.30
↓ II. 3.83 3.52 12.11 16.15
↑ EA 68.26 68.15 51.44 46.22
↑ MS 56.91 57.23 34.80 28.32
↓ RM 5.89 4.78 12.93 16.63
↑ CI 71.32 71.40 54.22 50.03
↓ GCE 14.34 16.99 25.36 21.31
↓ LCE 7.62 8.64 16.69 12.23
↓ dM 16.58 14.64 29.18 38.39
↓ dD 19.82 20.27 29.21 29.82
↓ dVI 15.80 16.75 13.98 12.61

Table 7.2: Comparison of segmentation results according to benchmark criteria (see
Tab. 7.3). The proposed “AR3D+EM ii” algorithm is compared with three alternative
methods. The arrows indicate whether higher or lower criterion value is better.

CS = correct segmentation I. = type I error
OS = over-segmentation II. = type II error
US = under-segmentation EA = mean class accuracy estimate
ME = missed error MS = mapping score
NE = noise error CI = comparison index
O = omission error GCE = global consistency error
C = commission error LCE = local consistency error
CA = class accuracy dM = Mirkin metric
CO = recall - correct assignment dD = Van Dongen metric
CC = precision - object accuracy dVI = variation of information
RM = root mean square proportion estimation error

Table 7.3: List of the most frequented criteria used in evaluation of segmentation results.
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Figure 7.5: Selected experimental texture mosaics from the Prague Texture Segmentation
Data-Generator and Benchmark (http://mosaic.utia.cas.cz), followed by ground
truth and the corresponding segmentation results.
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categorised into four groups: region-based (5+5), pixel-wise (12), consistency measures (2)
and clustering comparison criteria (3).

The proposed algorithm, denoted as “AR3D+EM ii”, is compared with its non-
illumination invariant version “AR3D+EM” (Haindl and Mikeš, 2006) and the HGS
method (Hoang et al., 2005) either in its fully illumination invariant version “HGS-C”
or the non-illumination invariant version “HGS-E”. The HGS segmenter combines the
k-means clustering with region merging step. It uses a Gabor-Gaussian spatial-colour
texture representation and its illumination invariant C version uses features derived
from the Gabor filters applied to colour invariants of Geusebroek et al. (2001).

Tab. 7.2 compares the overall benchmark performance, the results of our algorithm
demonstrate very good performance in all criteria with the exception of oversegmen-
tation tendency and slightly worse variation of information criterion. The important
correct region segmentation criterion is four times better than for the HGS method,
undersegmentation is low as well as missed and noise errors. The proposed illumination
invariant segmenter outperformed its non–invariant counterpart as expected, however
the same conclusion cannot be claimed for the HGS method.

Fig. 7.5 shows three selected 512×512 experimental benchmark mosaics created from
three to eleven natural colour textures. The last four columns demonstrate comparative
results from two alternative methods, both in illumination invariant and non-invariant
versions, respectively. The third column demonstrates robust behaviour of the proposed
algorithm but also show infrequent algorithm failures producing oversegmentation for
some textures. Such failures can be reduced by a more elaborate postprocessing step.
The “HGS-C” (Hoang et al., 2005), “HGS-E” (Hoang et al., 2005) algorithms performed
worse on these data as can be seen in the last two columns of Fig. 7.5, some areas are
undersegmented while other parts of the mosaics are oversegmented.

The resulting segmentation results are promising even if we could compare only
one illumination invariant alternative method. However, the older, non-invariant version
“AR3D+EM” was compared with 22 other leading unsupervised segmenters with very
good results in the extensive verification (Mikeš, 2010; Haindl and Mikeš). The results
can be easily further improved by an appropriate more elaborate postprocessing.

7.2.3 Conclusion

The proposed illumination invariants were successfully integrated into the unsupervised
texture or image segmentation algorithm with unknown number of classes. Although
the algorithm uses the random field type of model, it is very fast, because it uses effi-
cient recursive parameter estimation of the model and therefore is much faster than the
usual MCMC estimation approach. Typically, segmentation methods suffer from many
application dependent parameters, which have to be experimentally estimated. The pre-
sented algorithm requires only a size of contextual neighbourhood and two additional
thresholds. The performance was demonstrated on the extensive benchmark with nat-
ural texture mosaics, where the proposed algorithm was favourably compared with the
previous illumination variant version and the alternative HGS segmentation algorithm.
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In future research, we are going to utilise the segmentation algorithm in a CBIR sys-
tem, where the natural images will be segmented into regions of homogeneous textures,
which will be, subsequently, represented by the proposed colour invariant features.
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7.3 Psychophysical evaluation of texture degradation de-
scriptors

Advanced graphics applications such as virtual interior design, cultural heritage digiti-
zation, etc. require considerable effort to render the appearance of real-world accurately.
When it comes to photo-realistic appearance of materials there is no other way than
to use view- and illumination-dependent measurements of real materials. Such measure-
ments can be represented by means of BTF (Dana et al., 1999). Seven-dimensional BTFs
represent challenging data due to theirs massive size and thus have high processing and
rendering expenses. A number of approaches to BTF compression and modelling have
been published in the past as shown in survey Filip and Haindl (2009).

However, the disadvantage of most of the compression methods is that they have fixed
parameters regardless of the type of sample being compressed. There have been attempts
to use data on visual perception for improvement of texture data compression. Filip et al.
(2008) applied a psychophysical study to obtain a perceptually important subset of view-
and illumination-dependent images and thus consequently reduced the amount of data to
be processed. On the other hand, Guthe et al. (2009) used standard contrast sensitivity in
cone response space together with a psychometric difference for improvement of the data
compression. Interactions of human gaze fixation with different surface textures have
also been analysed (Filip et al., 2009). Although these approaches provide pioneering
introductions of perceptual methods for improvement of texture compression, they are
not suitable for evaluation of subtle visual compression effects.

The main motivation of this study (Filip et al., 2010) was to find a computational
texture descriptor having responses highly correlated with human vision. Such a descrip-
tor could be used for comparison of rendered images resulting from original data and
data parametrised by compression methods. Based on the responses from the descrip-
tor the methods could iteratively adapt their parameters to automatically achieve an
optimal visual performance. We tested a set of descriptors based on either perceptually
motivated measures or standard texture features used in texture retrieval and recogni-
tion applications. The performance of the descriptors was evaluated by a psychophysical
experiment on a group of twelve subjects.

7.3.1 Test data design

To evaluate suitability of the degradation descriptors we designed a set of testing images.
Each image contained a rendered cube whose three visible faces were textured with BTF
material samples. We used five different material samples depicted in Fig. 7.6, which were
measured by Meseth et al. (2003) (each sample comprised 81 illuminations × 81 view
directions, i.e. 6561 texture images with resolution 256× 256 pixels).

The cube faces were modified in a way that all three visible faces (top, left, right)
contained different geometry. To test a range of shapes that occur in the real-world we
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alu fabric leather wood wool

Figure 7.6: Examples of five tested BTF material samples shown on a region of one test
image.

1-L 1-R 2-L 2-R 3-L 4-L 5-R

FIB FIB BFI BFI IBF IRB RBI

6-L 7-L 8-R 9-R 10-L 11-L

VFH HRV FVH RVH BIR RHB

Figure 7.7: Tested combinations of cube face shapes and illumination direction. The
configuration of face shapes is displayed below images, while the illumination direction
(R, L) is above images.

orig. A B C

Figure 7.8: Degradation of material sample alu for different filters (A, B, C).
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used different shapes for each cube face:

I – wide indent, R – random bumps,
B – wide bump, F – flat face,
H – horizontal waves, V – vertical waves,

For illumination we used directional light from two positions:

L – left side, R – right side.

both positions were above the cube and they were chosen to guarantee similar distribu-
tion of light across the top and left/right faces in a single cube. Not all combinations of
test cube faces were used in the experiment as this would result in too high a number
of test images. We used only eleven different configurations selected in a way to allow
us to compare the most interesting combinations of face geometry. Additionally, not all
these configurations were illuminated from both directions as shown in Fig. 7.7.

To simulate possible effects of texture compression we used three filters introducing
artificial degradation to the original data, they were:

A – illumination/view directions downsampling to 50%
B – spatial filtering (averaging by kernel 3×3)
C – spatial filtering (averaging by kernel 5×5).

The proposed filters introduced only very subtle differences (see Fig. 7.8) between the
original and the modified data and forced subjects to perform extensive visual search,
which allowed us to collect detailed gaze data.

Finally, for 13 combinations of cube face shapes & illuminations and 5 material
samples, we obtained 65 test images for each degradation. These images were used for
testing of texture descriptors described in the following section and also to generate
stimuli in the validation experiment in Section 7.3.4.

7.3.2 Texture degradation descriptors

Degradation descriptors were used for comparison of degraded images with their original
counterparts. We always compared images with the same material, cube face shapes, and
illumination direction, the only differences were faint degradation artefacts. Therefore,
we do not require the descriptors to be view or illumination invariant. Since some of state
of the art textural features are illumination invariant, we included them as well. The
tested descriptors can be principally divided into those which are translation invariant
and those which are not.

Translation variant measures

These descriptors are based on perceptually motivated measures of image quality assess-
ment measures computed in pixel-wise manner in a local neighbourhood.

The first is Visual Difference Predictor (VDP) (Mantiuk et al., 2004), which
simulates low level human perception for known viewing conditions (in our case: display
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size 37 × 30 cm, resolution 1280×1024 pixels, observer’s distance 0.7 m) and thus it is
sufficient for our task of perceptually plausible detection of subtle texture degradation
artefacts. The VDP provides percentage of pixels that differ with probability p > 75%
or p > 95% from all pixels in the compared images. To ensure consistency with other
descriptors, we set the VDP output to (1 − p), i.e. giving interval (0,1), where for an
output 1 the images are the same.

The Structure Similarity Index Metric (SSIM) (Wang et al., 2004) is an em-
pirical measure, which compares in ability to VDP. SSIM measures the local structure
similarity in a local neighbourhood of an image window, we used 11 × 11 pixels. The
basic idea of SSIM is to separate the task of similarity measurement into comparisons of
luminance, contrast, and structure. These independent components are then combined
into one similarity function

SSIM(T, S) =
(2µ(T )µ(S) +K1)(2σ(T, S) +K2)

(µ(T )2 + µ(S)2 +K1)(σ(T )2 + σ(S)2 +K2)
, (7.6)

whose formulation should be qualitatively consistent with human perception of differ-
ence. In equation (7.6), µ(T ), µ(S), σ(T ), σ(S) and σ(T, S) are mean values, standard
deviations, and mutual variance of values in the local neighbourhood of compared im-
ages T and S. K1, K2 are specific non-zero constants. The valid range of SSIM for a
single pixel is [−1, 1], with higher values indicating higher similarity. When the local
neighbourhood is evaluated for each pixel we obtain the SSIM difference of two images
as a mean value of SSIM values across all pixels.

Translation invariant features

The Gabor features are statistics of Gabor filter responses, which can be considered
as orientation and scale tunable edge and line detectors. An extension to colour textures
is opponent Gabor features, which analyse also relations between spectral channels. The
details on both Gabor features are described in Section 2.2.2. Since our implementation
involves FFT, the both Gabor features were computed only in the square cuts of each
cube face.

The Local Binary Patterns (LBPP,R), which are histograms of texture micro
patterns, are described in Section 2.2.4 and they are illumination invariant. We tested
features “LBP8,1+8,3”, which were computed either on grey-scale images or on each
spectral plane separately (denoted with “RGB” suffix) and concatenated to form the
feature vector.

The proposed CAR textural features factorise the image into K pyramid levels
and model each level separately by the CAR model. The CAR model parameters are
estimated and transformed into colour invariants, which characterise the texture (see
details in Section 4.2). The CAR models were estimated with the sixth order hierarchical
neighbourhood Ir , which is depicted in Fig. 3.2. The following colour invariant features
were employed:

trAs , νs,j , α1 , α2 , α3 ∀s ∈ Ir , j = 1 . . . C ,
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Figure 7.9: From left: setup of the psychophysical experiment with the eye-tracker high-
lighted, presentation of stimulus image from subject’s view, and a typical gaze fixation
pattern.

where C is number of image spectral planes. In case of 2D CAR models, the invariants
α1 , α2 , α3 were estimated for each spectral plane separately and νs were computed as
diagonals of As instead of eigenvalues so the spectral planes were not reordered. From
the same reason, the K-L transformation was not used as well.

Alternatively, to image factorisation by the Gaussian pyramid (GP), we experimented
with the Gaussian-Laplacian pyramid (GLP), which is computed from GP in the fol-
lowing way. Each pyramid level of GP is up-sampled and the difference to its adjacent
upper level is computed. The top pyramid levels in GLP and GP are the same. More-
over, because the CAR models analyse a texture in some fixed movement direction,
additional directions were employed to capture supplementary texture properties: row-
wise, column-wise top-down and column-wise bottom-up. This representation is denoted
in the results as “3D CAR 3x” or “2D CAR 3x” depending on the used model.

Finally, three dissimilarities of the feature vectors were compared: L1, L0.2 norms,
and fuzzy contrast FC3 (see Section 3.2). Although the CAR models theoretically assume
texture homogeneity, they can be still used as statistical descriptors of textured surfaces,
and so we expect their ability to detect the degradation artefacts.

It is important to note that all the previous textural features are not invariant to
texture deformation, which is caused by different shapes. Therefore, the features are
always compared between the same surface shapes only.

7.3.3 Psychophysical experiment

We performed a visual search experiment in order to investigate subjects’ ability to
identify introduced visual degradations. We also recorded their gaze fixations in order
to analyse relations between their decisions and their fixations statistics.

For experimental stimuli we used static images of size 1000× 1000 pixels, displaying
four cubes, described in Section 7.3.1, in individual quadrants (see Fig. 7.9-middle).
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We used this layout of stimuli to avoid the central bias in fixations reported in Tatler
(2007), i.e. observers have a tendency to fixate the central area of the screen. In each
quadruple, three cubes showed the original data rendering and the remaining one showed
rendering with degraded texture. The positions of the cubes were random. Examples of
stimuli are shown in Fig. 7.9. The edges of the cubes were set to black to mask potentially
salient texture seams. The background and the remaining space on the screen were set
to dark grey. Fig. 7.7 shows the 13 configurations of cube and illumination direction that
were used. Together with five BTF texture samples, and three degradation filters, the
total number of stimuli was 195 (13×5×3).

Twelve paid observers (three females, nine males) participated in the experiment. All
were students or university employees, were less than 35 years of age, and had normal
or corrected to normal vision. All were naive with respect to the purpose and design of
the experiment.

The participants were shown the 195 stimuli in a random order and asked to iden-
tify which of the cubes had a surface texture slightly different from the remaining three
cubes. A stimulus was shown until one of four response keys, identifying the different
cube, was pressed. There was a pause of one second between stimulus presentations, and
participants took on average around 90 minutes to perform the whole experiment, which
was split into four sessions. All stimuli were presented on a calibrated 20.1” NEC2090UXi
LCD display (60 Hz, resolution 1600×1200, color temperature 6500 K, gamma 2.2, lumi-
nance 120 cd/m2). The experiment was performed in a dark room. Participants viewed
the screen at a distance of 0.7 m so each sphere in a pair subtended approximately 9◦ of
visual angle. Subjects’ gaze data was recorded during the experiment using a Tobii x50
infrared-based binocular eye-tracking device as shown in Fig. 7.9. The device was cali-
brated for each subject individually and provided the locations and durations of fixations
at a rate of 50 samples per second. The shortest fixation duration to be recorded was
set to 100 ms.

Results

On average, the subjects were able to find the modified cube in 67% of the stimuli,
which was surprisingly high in relation to the random chance level 25%, given the subtle
changes introduced by filters used (see Fig. 7.8). Informal interviews after the experiment
revealed that the subjects were certain in less than 50% of stimuli and for the rest they
believed that they were only guessing the right answer. The obtained rates suggest
that in the difficult cases they often successfully relied on low level visual perception.
The accuracy of responses for individual filters is shown in Fig. 7.10-a and reveals that
modifications introduced by the filter A are the hardest to spot while the smoothing
by filter C is the most apparent. This was expected, since smoothing effect is uniform
and generally more apparent that the slight illumination and view direction dependent
changes in reflectance caused by reduction of directions (filter A). While success rates
across textures were quite similar for smoothing filters B and C, their values for filter A
varied much more.
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a) b)

c) d)

Figure 7.10: Subjects’ average (a) recognition success rate, (b) number of fixations per
stimuli, (c) time spend on stimuli, (d) fixation duration, all displayed for individual
degradations (A, B, C) and tested materials. Error-bars represent twice the standard
error across subjects, different cube face shapes and illuminations.

Twelve subjects performed 62 916 fixations longer than 100 ms. Average fixation
duration was 242 ms. Each stimulus was on average fixated for 11 s by means of 26
fixations. Figs. 7.10-b,c,d show subjects’ gaze fixation statistics as (b) average number
of fixations per stimuli, (c) average time spent fixating stimuli, and (d) average fixation
time. The (b) and (c) statistics are highly inversely correlated with subjects’ response
accuracies Fig. 7.10-a, with correlation coefficients R(b) = −0.904 and R(c) = −0.930,
respectively. The figures also reveal apparent differences between the tested material
samples. For materials leather and wood, the subjects were less successful in identification
of the cube with degraded texture; they fixated the stimuli longer, and made significantly
more fixations, which were shorter than those on the other materials. We suspect that a
lower local texture contrast in these materials makes detection of degradation artefacts
more difficult.

7.3.4 Perceptual evaluation and discussion

In this section we evaluate performance of the proposed descriptors by comparison with
subjects’ responses obtained from the psychophysical experiment. The evaluation was
based on computation of correlation coefficient

R(U, V ) =
E[(U − µ(U))(V − µ(V ))]

σ(U)σ(V )
, (7.7)

where U, V are compared data vectors, i.e. subjects responses and descriptor responses,
and µ and σ are their means and variances. The descriptors were employed to compute
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a) b)

c) d)

e) f)

Figure 7.11: Dissimilarity of the degraded images (A, B, C) with the original image ac-
cording to descriptors. The best correlation with human perceived dissimilarity (Fig.
7.10-a) was achieved with 2D CAR features, without pyramid, using L0.2 distance
(framed). Each features rely on different dissimilarity measure, therefore the values in
graphs are not directly comparable.

dissimilarity of original images and images obtained for each degradation method; the
results were averaged across different cube orientations and illumination directions. Fi-
nally, we computed correlation of dissimilarity according to the descriptors with subjects’
recognition success rate (Fig. 7.10-a), which indicates visibility of differences.

The overall results are shown in Tab. 7.4. We observe low performance of SSIM and
VDP descriptors, which can be caused by 1) their translation non-invariance so they
give high responses even to a slight, perceptually insignificant, planar shift of texture
caused by the filter A (this is most apparent for sample alu in Fig. 7.8), and 2) their
lower sensitivity to the very subtle degradations that were tested. We also observe that
although the 3D CAR has a slightly shorter feature vector than its 2D variant, it did
not achieve the same performance. It was probably caused by computation of eigen-
value features in the 3D CAR model, this computation may mix the correspondence of
spectral planes between features (see details in Section 4.2.1). The table also shows the
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method correlation size
SSIM, 11×11 0.125
VDP, p>75% 0.107
VDP, p>95% 0.097
LBP8,1+8,3 0.610 512
LBP8,1+8,3, RGB 0.712 1536
Gabor features 0.569 48
Gabor features, RGB 0.578 144
Opponent Gabor features 0.322 252

method correlation size
L1 L0.2 FC3

GP 1, 2D CAR 3x 0.677 0.787 0.777 195
GP 2, 2D CAR 3x 0.644 0.752 0.710 390
GP 1, 3D CAR 3x 0.581 0.542 0.550 177
GP 2, 3D CAR 3x 0.573 0.552 0.517 354
GLP 2, 2D CAR 3x 0.638 0.714 0.654 390
GLP 3, 2D CAR 3x 0.620 0.677 0.648 585
GLP 2, 3D CAR 3x 0.573 0.362 0.360 354
GLP 3, 3D CAR 3x 0.475 0.439 0.422 531

Table 7.4: Correlation coefficient (R) of the tested degradation descriptors with data
obtained from the psychophysical experiment. The best variant of each descriptor type
is highlighted. The size of feature based descriptors is displayed in the last column.

CAR model comparison with different feature vector distances. While for 2D CAR the
best performance was achieved with L0.2 norm, for 3D CAR the best results were with
L1 norm. A high correlation with the psychophysical results was achieved by descriptors
based on 2D CAR model and LBP features.

Fig. 7.11 shows performance of the best combination of parameters for each type of
descriptor, which are highlighted in Tab. 7.4. Generally, the best results were obtained
for 2D CAR model without any pyramid (GP 1), where the difference of the feature
vectors was evaluated using L0.2 norm. Additionally, the CAR features enable to adjust
pyramid type and size with regards to the type and intensity of degradation. The LBP
features (Fig. 7.11-f) are fast to compute and also had quite high correlation with the
human judgements, however, they were little worse in representation of the trend of
values across the samples present in Fig. 7.10-a. We tested also other variants of LBP
features such as “LBPriu2

24,3+8,1” and “LBPu2
16,2”, however, their descriptive abilities were

clearly worse than of those shown in Tab. 7.4.
Both, best perception correlated, 2D CAR and LPB features are illumination in-

variant, therefore additional measures of brightness and contrast should be used if the
degradation might cause such changes.
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7.3.5 Conclusion

The results showed that the dissimilarity measure based on the proposed 2D CAR colour
invariant textural features is related with human perception of subtle texture degrada-
tion. The human judgements of texture degradation were obtained from a psychophysical
study with rendered surfaces with view- and illumination-dependent textures. The pro-
posed features were best, out of tested descriptors, for the automatic prediction of human
perceived similarity of these subtle texture differences. This highly demanded property
can be used as automatic feedback for optimisation of the visual performance of texture
compression and rendering methods.
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7.4 Texture analysis of the retinal nerve fiber layer in fun-
dus images

Glaucoma is the second most frequent cause of permanent blindness in industrial devel-
oped countries. During glaucoma progression, the degeneration of retinal ganglia cells,
axons and gliocells proceeds and causes their damage. If not diagnosed in early stage,
the damage of the optical nerve and other structures becomes permanent, which in the
final stage may lead to blindness. One of the glaucoma symptoms is the gradual loss
of the RNF, which has been proved of high diagnostic value. The RNF atrophy is in-
dicated as texture changes in colour or grey-scale retinal photographs. Therefore, there
has been a high effort to use these retinal images to evaluate the RNF since 1980 (Peli
et al., 1989). However until now, there is no routinely used method for RNF quantifi-
cation (based only on colour photography), although an increasing effort in this field is
noticeable (Lee et al., 2004; Hayashi et al., 2007).

Although, the expansion of new technologies in diagnosis process is increasing, the
diagnosis based only on colour fundus photographs is important, because digital colour
fundus camera became a standard tool for fundus examination (Tuulonen et al., 2000;
Kolář and Jan, 2008) and the resolution of acquired image is sufficient for detection of
fine structures created by retinal nerve fibres.

In this section, we present application (Kolář and Vacha, 2009) of the proposed
textural features based on 2D CAR model, without computation of illumination invari-
ants. The textural features were applied to detection of early stage glaucoma, which was
recognised via texture changes in RNF.

7.4.1 Data

The database contained 16 colour images of glaucomatous eyes with focal RNF loss
and 14 colour images of healthy eyes. They were acquired by fundus camera (Canon
CF-60UDi with digital camera Canon D20) in JPEG format with very low compression.
Green and blue channels were averaged to create intensity images, since the red compo-
nent does not carry any information from the RNF layer. The information is contained
only in the corresponding green-blue wavelengths reflected from eye. The size of the
images was 3504× 2336 pixels with a large field of view (60◦).

One image from that database with RNF loss is shown in Fig. 7.12, depicting the
main structures and also two areas with RNF losses. Optical nerve head (ONH) is
a place where blood vessels and RNF enters or leaves the inner eye. The macula is
the place with the highest concentration of retinal ganglia cells. The RNF runs mainly
from the ONH to macula with the highest concentration in radial direction. The RNF
losses appear as a darker area, which is caused by decreasing number of the nerve fiber
bundles and lowering the reflection of incident light. As the reflection depends on the
optical properties of the examined eye, the brightness is not a reliable feature for RNF
description. The RNF are represented as a striation pattern, which creates texture – the
neural fibers are locally oriented in parallel, which causes their lightly stripy appearance.
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Figure 7.12: One image from our database showing macula, optic nerve head (ONH),
blood vessels and areas with/without retinal nerve fibers (RNF).

The testing of the textural features was done on the small square samples (41 × 41
pixels), which were cut from the retinal images. The image samples were divided into
the following classes:

A – area containing RNF from patients with glaucoma (304 samples)
B – area without RNF from patients with glaucoma (176 samples)
C – control group – patients without glaucoma (227 samples)

The size of these samples was selected in order to span a sufficiently large region with
RNF striation. The maximum size was limited by the blood vessels and other anatomical
and pathological structures in the retinal image. Their positions were selected in close
surrounding around ONH, not exceeding double radius of the ONH from ONH border.
Pixel values in all samples were normalized into range 1 to 64 in order to eliminate
different illumination conditions caused by the different optical eye properties.
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7.4.2 Method

Texture representation

The texture is characterised by 2D CAR textural features, described in Section 3.1.4,
without computation of illumination invariants. The proposed textural features are es-
timated on a gradient image, which is estimated by means of differences:

∇G(r1, r2) = [G(r1 + 1, r2)−G(r1 − 1, r2), G(r1, r2 + 1)−G(r1, r2 − 1)] ,

where G is grey-scale image and r = (r1, r2) is a pixel position composed of row and
column index. Subsequently, the Gaussian pyramid is built and each level is modelled
by the 2D CAR model, with the third order hierarchical contextual neighbourhood Ir ,
depicted in Fig. 3.2. The textural features are composed of the model parameters:

As, ∀s ∈ Ir , Σ̂ ,

defined in Section 3.1.4. The texture is analysed in three orthogonal directions: row-wise,
column-wise top-down and column-wise bottom-up. Finally, the features from all model
directions and pyramid levels are concatenated into a common feature vector f .

The sample images were analysed with only K = 2 levels of pyramid and the third
order neighbourhood, because small resolution of image samples did not allow analysis
of larger texture relations. It is worth to recall that the features As are invariant to
brightness changes (see formula 4.30), which is advantageous since optical eye properties
may differ across humans.

Feature selection and classification

The feature selection was performed in the sense of Maximum Relevance and Minimum
Redundancy (MRMR) approach introduced by Peng et al. (2005). This scheme is based
on two concepts: a good feature should have maximum relevance to target class and
minimum redundancy to already selected features. These two properties can be described
by mutual information.

The features selection works in an iterative manner. At first, the feature with the
highest mutual information is selected. The rest features are selected incrementally,
e.g. previously selected features stay in a new subset and the new feature is selected in
such way, that it maximizes MRMR criterion (Ding and Peng, 2003). This approach was
applied to all combination of classes (A – C, B – C, A – B), providing different features
for each pair. The best features selected for each pair of classes were subsequently tested
with a classifier to evaluate the classification accuracy. Two classifiers were used: the
nonlinear SVM classifier and linear Ho-Kashyap classifier.

The SVM (Cortes and Vapnik, 1995; Cristianini and Taylor, 2000) is a classifier that
maximizes the geometrical margin between the considered classes. The ν-SVM variant,
in implementation by Chang and Lin (2001), was used with the radial basis non-linear
transformation (variance parameter equal to 0.5). The classifier was tested in the range
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of the penalization parameter ν and it was observed that for ν changing from 0.2 to 0.7
the classification error was almost constant. Value ν = 0.5 was used for the next tests.

Ho-Kashyap classifier (Duda et al., 2001) combines perceptron and Least Mean
Squares (LMS) classification. This classifier ensures that either separating hyperplane is
computed (if available) or LMS optimal solution is found from the training data.

The random k-fold cross-validation method was utilized to test the performance of
these two classifiers. This procedure took randomly selected k-folds for training (200 sam-
ples) and different k-folds for testing (100 samples). The training and testing samples
were run 100 times for different sets to evaluate the classification error.

7.4.3 Results

The features from the feature vector f were sorted according to the criteria defined by
MRMR approach. The five most relevant features for each pair of classes (B – C, A – C,
and A – B) are displayed in Tab. 7.5. The features f19 and f7 appeared in all cases
at the top of the ordered sequences. These parameters correspond to relative positions
s = [−1, 0] and s = [−2, 0] in model neighbourhood Ir (see Fig. 3.2).

class B – C class A – C class A – B
Indices of features in
feature vector f

3, 19, 7, 37,
31, 22, 25

19, 7, 5, 61,
37, 31, 10

45, 9, 11, 24,
19, 7, 58

Table 7.5: The seven best textural features based on 2D CAR model as ordered by
MRMR approach.

The classifiers were used successively for these best features, starting with the most
relevant feature, then adding the second most relevant feature, etc. The results of clas-
sification are presented in Tab. 7.6 for different combinations of classes and two tested
classifiers. The best results for each pair of classes are boldfaced marked.

It can be seen that Ho-Kashyap outperformed SVM classifier in all cases on our
dataset. Moreover, the classification error decreased with the number of features used
for classification as expected. The best results were achieved with number of features
between 5 and 7, depending on the classified classes. Using more features increased
classification error (for Ho-Kashyap classifier) or caused error fluctuation with changing
standard deviation.

The best selected features can be also used for further improvement of already ef-
ficient estimation of the 2D CAR model. The contextual neighbourhood Ir can be re-
stricted to positions of the selected features so the neighbourhood size would decrease
as well as the computation time.

Finally, Fig. 7.13 presents the feature space for features f19 and f7 as an example
of appropriate features for all combination of classes. Class B and C created a well
separated clusters, which means that we can differentiate between the regions with RNF
layer losses and healthy tissue (which was given by healthy population). The cluster
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Figure 7.13: Feature space for features f19 and f7, corresponding to relative positions
s = [−1, 0] and s = [−2, 0], respectively, in the contextual neighbourhood Ir.

122



7.4 Texture analysis of the retinal nerve fiber layer in fundus images

no. of
features

classifier class B – C class A – C class A – B

Ho-Kashyap 9.21± 2.71 17.75± 3.57 31.65± 3.631
SVM 28.40± 28.71 40.89± 18.96 49.78± 14.76

Ho-Kashyap 6.69± 2.32 14.09± 3.31 28.49± 3.532
SVM 8.67± 2.54 31.59± 21.49 44.65± 13.36

Ho-Kashyap 4.80± 2.15 13.45± 3.10 26.70± 3.843
SVM 7.28± 2.90 20.73± 13.10 39.26± 12.99

Ho-Kashyap 4.78± 1.89 13.20± 3.23 24.50± 3.774
SVM 7.73± 3.09 19.91± 13.51 39.47± 12.77

Ho-Kashyap 4.96± 1.82 13.21± 3.15 23.40± 3.725
SVM 7.80± 2.81 19.54± 15.16 39.58± 12.21

Ho-Kashyap 3.97± 1.91 13.59± 3.40 23.75± 3.426
SVM 6.31± 3.26 17.25± 9.24 35.47± 12.31

Ho-Kashyap 4.09± 2.03 11.58± 2.83 23.63± 3.727
SVM 6.4± 2.82 13.40± 4.34 34.59± 12.93

Table 7.6: Classification errors [%] of RNF images using two classifiers with the most rel-
evant features from the 2D CAR textural representation (different features were selected
for each pair of classes). Boldfaced numbers indicate the best classification results.

for class A is also well separated with respect to class C. Clusters for classes A and B
overlaps each other for these features.

7.4.4 Conclusion

The presented results indicate that the textural features based on 2D CAR model can be
used for detection of the focal losses in RNF layer. The classification error for our dataset
reached 3.97% for discrimination between regions from healthy tissue and regions from
tissue affected by RNF losses.

The proposed 2D CAR features may be used as a part of feature vector in Glau-
coma Risk Index, as described in Bock et al. (2007). These features can be also used in
the screening program together with other features, based on different texture analysis
methods (Kolář et al., 2008; Gazárek et al., 2008), which uses a large database of healthy
eyes as a control (reference) group.
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Conclusions

We proposed several illumination invariant textural representations, which are based
on the modelling of local spatial relations. The texture characteristics are modelled by
2D/3D CAR or GMRF models, which are special types from the Markovian model family
and which allow a very efficient estimation of their parameters, without the demanding
Monte Carlo minimisation. We derived the novel illumination invariants, which enable to
extract the textural representation invariant to brightness, illumination colour/spectrum
and which are simultaneously approximately invariant to local intensity changes. These
illumination invariants were extended to be simultaneously illumination and rotation
invariant. On top of that, the experiments with the proposed invariant textural features
showed their robustness to illumination direction variations and the image degradation
with an additive Gaussian noise.

The experimental evaluation was performed on five different textural databases: Ou-
tex, Bonn BTF, CUReT, ALOT, and KTH-TIPS2, which include images of real-world
materials acquired at various conditions. The experiments were designed to closely re-
semble real-life conditions and the proposed features confirmed their ability to recognise
materials in variable illumination conditions and also different viewpoint directions. Our
methods do not require any knowledge of acquisition conditions and the recognition is
possible even with a single training image per material, if substantial scale variation or
perspective projection is not included. The proposed representation outperformed other
state of the art textural representations (among others opponent Gabor features, LBP,
LBP-HF, and MR8-LINC), only LBP features performed slightly better in two tests
with small texture samples. Although, LBP features are nowadays very popular and
effective in many situations, they turned out to be very sensitive to noise degradation
and illumination direction variations.

The proposed methods for evaluation of textural similarity are also related to the
human perception of textures, according to the performed psychophysical experiments.
They were either the low level perception of texture degradations or the subjective
ranking of tile similarity.

The presented applications included the content based tile retrieval system, which
is able to find tiles with similar textures or colours and, consequently, to ease browsing
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of digital catalogues. The proposed invariants were also integrated into a segmentation
algorithm, in order that computer vision applications can analyse images regardless of
illumination conditions. In computer graphics, the features were used for texture degra-
dation description, which opens utilisation in an optimisation of texture compression
methods. Last but not least, we applied our textural features in medical imaging and
presented their ability to recognise a glaucomatous tissue in retina images.

The results of the invariant texture retrieval or recognition can be reviewed online
in our interactive demonstrations1 so as the presented tile retrieval system2.

8.1 Future research

Despite the encouraging results presented in this thesis, we still see many possible im-
provements of the proposed methods as well as feasible applications:

(a) Creating texture-based image representation, which would characterise an image by
the invariant textural features computed from homogeneous regions, which would
be extracted by the illumination invariant segmenter. This would be an advanta-
geous extension for current CBIR systems based on colours and SIFT features.

(b) Representation of complex textures by means of either a compound model or a
combination of models.

(c) Modification of the invariants for 3D CAR model so that it retains the correspon-
dence of spectral planes and simultaneously it does not require the decorrelation,
e.g. with a joint diagonalisation (Iferroudjene et al., 2009).

(d) Illumination invariant representation and recognition of dynamic textures.

(e) Thorough evaluation of mutual dependency and redundancy of the features with
feature selection methods.

(f) Robustness to other acquisition conditions, namely, reasonable affine transforma-
tion as the approximation of projective transformation.

(g) Parallel implementation of the proposed methods.

A long therm objective is a retrieval from a large medical database, where the tex-
ture analysis methods can be successfully exploited. Particularly, we intend to study
dermatological images, which would create an online automated dermatology consulting
system provided that we will have access to relevant medical images.

1http://cbir.utia.cas.cz, http://cbir.utia.cas.cz/rotinv/
2http://cbir.utia.cas.cz/tiles/
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Appendix A

Illumination Invariance

A.1 Multiple illumination sources

Let us assume that a textured Lambertian surface is illuminated with two uniform
illuminations with different positions and spectra. The notation follows formula (4.1),
additionally, E′(ω) denotes the spectral power distribution of the second illumination and
S′(r, ω) is the Lambertian reflectance coefficient at the position r, again corresponding
to the second illumination. The value acquired by the j-th sensor at the location r can
be expressed and approximated with formula (4.2) as

Yr,j =
∫

Ω
E(ω)S(r, ω)Rj(ω) dω +

∫
Ω
E′(ω)S′(r, ω)Rj(ω) dω ,

Yr,j =
C∑
c=1

dr,c

∫
Ω
E(ω)sc(ω)Rj(ω)dω +

C∑
c=1

d′r,c

∫
Ω
E′(ω)sc(ω)Rj(ω)dω

Yr = B′dr +B′′d′r ,

Ỹr = B̃′dr + B̃′′d′r ,

The linear model (4.3) is valid no more. The model is valid only for synchronised change
of spectra:.

Ỹr = B̃
(
B′dr +B′′d′r

)
.

A.2 Invariance to local intensity changes – 3D CAR

Let us start with an auxiliary construction, which do not include intensity changes for
now. We assume that a textured image is composed of n copies of the same small texture
tile S, which is homogeneously illuminated. The tiles are placed side by side to cover
the whole image lattice I (Fig. 4.1). Statistics computed on the tile S are denoted with
superscript (·)(S), while statistics computed on the all image lattice I are denoted with
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superscript (·)(I). Relations of the statistics used in model parameter estimation (3.6)
are following:

V (I)
yy ≈

∑
r∈I

Yr Yr
T ≈ n

∑
r∈S

Yr Yr
T = nV (S)

yy , (A.1)

V (I)
zz ≈

∑
r∈I

Zr Zr
T ≈ n

∑
r∈S

Zr Zr
T = nV (S)

zz , (A.2)

V (I)
zy ≈

∑
r∈I

Zr Yr
T ≈ n

∑
r∈S

Zr Yr
T = nV (S)

zy . (A.3)

The first approximation in the rows neglects the model prior information, while the
second one discards statistics at seams of the tiles. Later on, we will show that colour
invariants α1′ – α3 , β1 – β5 , β8 – β12 (introduced in Section 4.2.1) are independent on
this enlargement of texture sample. It will be proved as a special case of the invariance
to local intensity changes, which follows.

Let us suppose that a modified image is composed of the same texture tiles S,
where the `-th texture tile is modified by the multiplication of all its pixels with some
constant b`. This simulates locally constant intensity changes in the image. Accent ( ·̃ )
denotes statistics and parameters related to the image with local intensity changes. The
relations (A.1 – A.3) become:

Ṽ (I)
yy ≈

∑
r∈I

Ỹr Ỹ
T
r ≈

(
n∑
`=1

b2`

)∑
r∈S

Yr Yr
T = k2V

(S)
yy , (A.4)

Ṽ (I)
zz ≈

∑
r∈I

Z̃r Z̃
T
r ≈

(
n∑
`=1

b2`

)∑
r∈S

Zr Zr
T = k2V

(S)
zz , (A.5)

Ṽ (I)
zy ≈

∑
r∈I

Z̃r Ỹ
T
r ≈

(
n∑
`=1

b2`

)∑
r∈S

Zr Yr
T = k2V

(S)
zy , (A.6)

where constant k2 =
(∑n

`=1 b
2
`

)
. Consequently, model parameter estimates (3.5, 3.7) are

related:

˜̂γ
(I)

=
(
Ṽ (I)
zz

)−1
Ṽ (I)
zy ≈

(
k2V

(S)
zz

)−1
k2V

(S)
zy = γ̂(S) , (A.7)

λ̃(I) ≈ k2V
(S)
yy − k2

(
V (S)
zy

)T (
k2V

(S)
zz

)−1
k2V

(S)
zy = k2λ

(S) . (A.8)
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A.2 Invariance to local intensity changes – 3D CAR

The invariants α1 – α3 , α1′ (defined in Section 4.2.1) are related with following
formulas, where the approximation neglects statistics at seams of the tiles:

α̃
(I)
1 = 1 + Z̃Tt

(
Ṽ (I)
zz

)−1
Z̃t = 1 + k−1

2 b2nZ
T
t

(
V (S)
zz

)−1
Zt , (A.9)

α̃
(I)
1′ =

(∑
∀r∈I

Z̃r
|I|

)T (
Ṽ (I)
zz

)−1
(∑
∀r∈I

Z̃r
|I|

)

≈

(
n∑
`=1

b`
n

∑
∀r∈S

Zr
|S|

)T
k−1

2

(
V (S)
zz

)−1
(

n∑
`=1

b`
n

∑
∀r∈S

Zr
|S|

)

= k−1
2

(
n∑
`=1

b`
n

)2(∑
∀r∈S

Zr
|S|

)T (
V (S)
zz

)−1
(∑
∀r∈S

Zr
|S|

)
(A.10)

α̃
(I)
2 =

√∑
∀r∈I

(
Ỹr − ˜̂γ

(I)
Z̃r

)T (
λ̃(I)

)−1 (
Ỹr − ˜̂γ

(I)
Z̃r

)

≈

√√√√ n∑
`=1

∑
∀r∈S

(
b`Yr − γ̂(S) b`Zr

)T (
k2λ(S)

)−1 (
b`Yr − γ̂(S) b`Zr

)

=

√√√√k−1
2

(
n∑
`=1

b2`

) ∑
∀r∈S

(
Yr − γ̂(S)Zr

)T (
λ(S)

)−1 (
Yr − γ̂(S)Zr

)
= α

(S)
2 , (A.11)

α̃
(I)
3 =

√∑
∀r∈I

(
Ỹr − µ̃(I)

)T (
λ̃(I)

)−1 (
Ỹr − µ̃(I)

)

≈

√√√√ n∑
`=1

∑
∀r∈S

(
b`Ỹr −

∑
l bl
n

µ(S)

)T (
k2λ(S)

)−1
(
b`Ỹr −

∑
l bl
n

µ(S)

)

=

√√√√ n∑
`=1

∑
∀r∈S

(
Ỹr −

∑
l bl
nb`

µ(S)

)T (
λ(S)

)−1
(
Ỹr −

∑
l bl
nb`

µ(S)

)
, (A.12)

Therefore only α2 is invariant to local intensity changes. Terms α1′ , α3 are at least
independent on texture sample size, which is the consequence of substitution b` = 1,
` = 1, . . . , n into (A.10), (A.12). The illumination invariant α1 is neither robust to size
of texture sample nor translation invariant.

It is worth to note, why we did not define α1′ by means of α1 computed at all
pixel positions: −|I|+

∑
∀t∈I(1 + ZTt V

−1
zz(t)Zt) , which would be invariant to local inten-

129



Chapter A. Illumination Invariance

sity changes. The reason is that such definition would be very close to the expression∑
∀r∈I Z

T
r (
∑
∀t∈I ZtZ

T
t )−1Zr , which is constant for given I (regardless the pixel values)

and therefore useless.
Invariance to local intensity changes of colour invariants β3 , β4 , β10 , β11 (defined

in Section 4.2.1) is a direct consequence of the following relations, which implies from
(A.8), (A.4), (A.5): ∣∣∣λ̃(I)

∣∣∣ ≈ ∣∣∣k2λ
(S)
∣∣∣ = kC2

∣∣∣λ(S)
∣∣∣ , (A.13)∣∣∣Ṽ (I)

yy

∣∣∣ ≈ ∣∣∣k2V
(S)
yy

∣∣∣ = kC2

∣∣∣V (S)
yy

∣∣∣ , (A.14)∣∣∣Ṽ (I)
zz

∣∣∣ ≈ ∣∣∣k2V
(S)
zz

∣∣∣ = kCη2

∣∣∣V (S)
zz

∣∣∣ . (A.15)

Similarly, local intensity invariance for β5 and β12 implies from formulas (A.8), (A.4).
Terms β1 , β2 , β8 , and β9 are only independent on texture sample size (see analogous
derivation for GMRF in the next section). Unfortunately, β6 and β7 depend on texture
sample size, because probabilities p(Yr|Y (r−1)) (3.11) and ln p(Y (t)|M`) (3.12) include
non-linear functions of the number of previously analysed data, e.g. power to ψ(t).

As it was mentioned, all invariants to local intensity changes are simultaneously
independent on texture sample size, which is the consequence of substitution b` = 1,
` = 1, . . . , n . The previously derived properties of α1′ – α3, β1 – β5, and β8 – β12 applies
for 2D CAR model as well (C is set to C = 1), where they are computed for each spectral
plane separately.

A.3 Invariance to local intensity changes – GMRF

Let us again assume that a textured image is composed of n small texture tiles S placed
side by side to cover the whole image lattice I (Fig. 4.1). The statistics of tile S are
denoted with superscript (·)(S), while statistics computed on the all image lattice I are
denoted with superscript (·)(I). Relations of the statistics (3.21) used in model parameter
estimation are following, j = 1, . . . , C :

V
(I)
yy,j =

∑
r∈I

Yr,jYr,j ≈ n
∑
r∈S

Yr,jYr,j = nV
(S)
yy,j , (A.16)

V
(I)
zz,j =

∑
r∈I

Zr,jZ
T
r,j ≈ n

∑
r∈S

Zr,jZ
T
r,j = nV

(S)
zz,j , (A.17)

V
(I)
zy,j =

∑
r∈I

Zr,jYr,j ≈ n
∑
r∈S

Zr,jYr,j = nV
(S)
zy,j . (A.18)

The approximation discards statistics at seams of the tiles. Again, independence on this
enlargement of texture sample will be shown as a special case of the following invariance
to local intensity changes.

We assume that the image with locally constant intensity changes is composed of the
same texture tiles S, where the `-th texture tile is modified by the multiplication of all
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A.3 Invariance to local intensity changes – GMRF

its pixels and spectral planes with some constant b` . Accent ( ·̃ ) denotes statistics and
parameters related to the image with local intensity changes. The relations of statistics
(A.16) – (A.18) become:

Ṽ
(I)
yy,j =

∑
r∈I

Ỹr,j Ỹr,j ≈

(
n∑
`=1

b2`

)∑
r∈S

YrYr = k2V
(S)
yy,j , (A.19)

Ṽ
(I)
zz,j =

∑
r∈I

Z̃r,jZ̃
T
r,j ≈

(
n∑
`=1

b2`

)∑
r∈S

Zr,jZ
T
r,j = k2V

(S)
zz,j , (A.20)

Ṽ
(I)
zy,j =

∑
r∈I

Z̃r,j Ỹr,j ≈

(
n∑
`=1

b2`

)∑
r∈S

Zr,jYr,j = k2V
(S)
zy,j , (A.21)

where constant k2 =
(∑n

`=1 b
2
`

)
. Consequently, model parameter estimates (3.22, 3.20)

are related:

˜̂γ
(I)
j =

(
Ṽ

(I)
zz,j

)−1 (
Ṽ

(I)
zy,j

)
=
(
k2V

(S)
zz,j

)−1 (
k2V

(S)
zy,j

)
= γ̂

(S)
j , (A.22)

(
˜̂σ(I)
j

)2
=

1
|I|
∑
∀r∈I

(Ỹr,j − ˜̂γ
(I)
j Z̃r,j)2

≈ 1
n|S|

n∑
`=1

∑
∀r∈S

(b`Yr,j − γ̂
(S)
j Zr,jb`)2

=
k2

n

(
σ̂

(S)
j

)2
(A.23)

The invariants α2,j , α3,j for the GMRF model (introduced in Section 4.2.3) are
related with the following formulas, where the approximation again discards statistics
at seams of the tiles, j = 1, . . . , C :

α̃
(I)
2,j =

√
1
|I|
∑
∀r∈I

(
˜̂σ(I)
j

)−2 (
Ỹr,j − ˜̂γ

(I)
j Z̃r,j

)2

≈

√√√√ 1
n|S|

n∑
`=1

∑
∀r∈S

n

k2

(
σ̂

(S)
j

)−2 (
b`Yr,j − γ̂

(S)
j Zr,jb`

)2

= α
(S)
2,j , (A.24)
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α̃
(I)
3,j =

√
1
|I|
∑
∀r∈I

(
˜̂σ(I)
j

)−2 (
Ỹr,j − µ̃(I)

j

)2

≈

√√√√ 1
n|S|

n∑
`=1

∑
∀r∈S

n

k2

(
σ̂

(S)
j

)−2
(
b`Yr,j −

∑
l bl
n

µ
(S)
j

)2

≈

√√√√ 1
|S|

n∑
`=1

∑
∀r∈S

(
σ̂

(S)
j

)−2
(
Yr,j −

∑
l bl
nb`

µ
(S)
j

)2

, (A.25)

Again, α2,j is invariant to local intensity changes, while α3,j is only independent on
texture sample size (the consequence of substitution b` = 1, ` = 1, . . . , n).

Invariance to local intensity changes of colour invariants β3,j – β5,j , β10,j – β12,j

(defined in Section 4.2.3) is a consequence of the following relations, which implies from
(A.23), (A.19), (A.20):∣∣∣˜̂σ2(I)

j

∣∣∣ ≈ k2

n

∣∣∣σ̂2(S)
j

∣∣∣ , ∣∣∣Ṽ (I)
yy,j

∣∣∣ ≈ k2

∣∣∣V (S)
yy,j

∣∣∣ , ∣∣∣Ṽ (I)
zz,j

∣∣∣ ≈ kη2 ∣∣∣V (S)
zz,j

∣∣∣ . (A.26)

Derivation for β1,j – β5,j is following, where S1 is the first placement of tile S:

β
(I)
1,j = ln

(∣∣∣˜̂σ2(I)
j

∣∣∣ ∣∣∣˜̂σ2(S1)
j

∣∣∣−1
)

≈ ln
(
k2

nb21

∣∣∣σ̂2(S)
j

∣∣∣ ∣∣∣σ̂2(S)
j

∣∣∣−1
)

,

β
(I)
2,j = ln

(
abs

∣∣∣Ṽ (I)
zz,j

∣∣∣ abs
∣∣∣Ṽ (S1)
zz,j

∣∣∣−1 |S1|η

|I|η

)
≈ ln

(
kη2
b2η1

abs
∣∣∣V (S)
zz,j

∣∣∣ abs
∣∣∣V (S)
zz,j

∣∣∣−1
n−η

)
,

β
(I)
3,j = ln

(
abs

∣∣∣Ṽ (I)
zz,j

∣∣∣ ∣∣∣˜̂σ2(I)
j

∣∣∣−η |I|−η)
≈ ln

(
kη2 abs

∣∣∣V (S)
zz,j

∣∣∣ nη
kη2

∣∣∣σ̂2(S)
j

∣∣∣−η n−η|S|−η
)

= β
(S)
3,j ,

β
(I)
4,j = ln

(
abs

∣∣∣Ṽ (I)
zz,j

∣∣∣ ∣∣∣Ṽ (I)
yy,j

∣∣∣−η)
≈ ln

(
kη2 abs

∣∣∣V (S)
zz,j

∣∣∣ k−η2

∣∣∣V (S)
yy,j

∣∣∣−η) = β
(S)
4,j ,
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β
(I)
5,j = Ṽ

(I)
yy,j

˜̂σj−2(I) |I|−1

≈ k2 V
(I)
yy,j

n

k2
σ̂j
−2(S) n−1 |S|−1 = β

(S)
5,j ,

and derivation for β8,j – β12,j can be done analogically. Terms β1,j , β2,j , β8,j , and β9,j

are only independent on texture sample size (the consequence of substitution b` = 1,
` = 1, . . . , n).

As it was mentioned, all invariants to local intensity changes are simultaneously
independent on texture sample size.
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Appendix B

Additional Experiments

This chapter contains results of two additional experiments and some examples of mate-
rial appearance in variable illumination conditions. The first experiments in the appendix
comprise additional results for Experiment i2 (Section 6.1.2), including subsets of the
proposed invariants and the textural representation without these invariants. The sec-
ond experiment is recognition of grey-scale images from Bonn BTF database, using the
textural representation without the invariants.

B.1 Experiment i2 – Outex TC 0014

This experiment extended Experiment i2 described in Section 6.1.2. The experimental
setup was identical, but different combinations of textural features were tested. The
CAR model based features were additionally tested with and without invariants α1 ,
α2 , α3 in the feature vectors. Similarly, the GMRF based features were tested with and
without invariants α2 , α3 (see Section 4.2 for definitions). Moreover, we included the
textural features without computation of illumination invariants. They were defined in
Section 3.1 and they are denoted by “noII” suffix in the results. Finally, due to the
directionality of CAR models, we also tested CAR models estimated in three orthogonal
directions: row-wise, column-wise top-down and column-wise bottom-up; this is denoted
by “3x” suffix in the results.

The results are displayed in Tab. B.1, which also includes correct classification of
images degraded by an additive Gaussian noise. It can be seen that illumination invari-
ants outperformed textural features without illumination invariance, and the addition of
invariants α1 , α2 , α3 further improved the performance. The CAR models computed in
three orthogonal directions did not achieved significant improvement in this experiment,
although the feature vector was three times longer. Finally, the results of dissimilarities
L1 and FC3 were comparable in this experiment.
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added noise σ
method 0 2 4 8 size
2D CAR-KL noII, L1 64.0 60.4 54.1 47.3 72
2D CAR-KL α1, L1 64.9 58.7 56.5 49.4 108
2D CAR-KL α1α3, L1 67.6 60.8 55.7 52.3 120
2D CAR-KL α1α2α3, L1 67.6 60.8 55.7 52.4 132
2D CAR-KL 3x α1, L1 64.9 58.8 53.3 50.9 324
2D CAR-KL 3x α1α3, L1 67.0 61.0 55.1 51.6 360
2D CAR-KL 3x α1α2α3, L1 67.5 61.0 55.1 51.8 396
2D CAR-KL α1α2α3, L0.2 66.3 60.5 55.2 51.0 132
2D CAR-KL α1α2α3, FC3 67.5 63.3 55.8 51.0 132
2D CAR-KL 3x α1α2α3, FC3 68.8 61.8 55.1 50.1 396
3D CAR α1, L1 58.9 54.8 53.0 47.6 100
3D CAR α1α3, L1 63.5 61.2 60.5 54.7 104
3D CAR α1α2α3, L1 63.6 61.3 60.6 54.9 108
3D CAR 3x α1, L1 60.6 54.8 53.3 48.9 300
3D CAR 3x α1α3, L1 65.4 61.2 60.7 55.7 312
3D CAR 3x α1α2α3, L1 65.5 61.3 60.8 55.9 324
3D CAR α1α2α3, L0.2 63.5 59.7 55.4 47.4 108
3D CAR α1α2α3, FC3 65.3 60.4 58.0 51.3 108
3D CAR 3x α1α2α3, FC3 67.2 63.1 60.4 52.5 324
3D CAR-KL 3x α1, L1 62.3 57.0 52.3 48.7 300
3D CAR-KL 3x α1α3, L1 65.8 63.3 61.0 56.1 312
3D CAR-KL 3x α1α2α3, L1 65.7 63.2 61.0 56.1 324
GMRF-KL noII, L1 56.7 54.4 48.5 43.0 72
GMRF-KL, L1 58.2 53.5 47.3 44.6 96
GMRF-KL α3, L1 61.5 57.1 51.2 46.1 108
GMRF-KL α2α3, L1 61.5 57.0 51.1 46.1 120

Table B.1: Experiment i2: Results [%] of the Outex classification test Outex TC 0014,
the classification was performed using the 3-NN classifier. The columns also contain
classification on the images degraded with an additive Gaussian noise with variance σ2.
The last column contains size of feature vectors.
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B.2 Experiment i5 – Bonn BTF grey

This experiment (Haindl and Vacha, 2006) was performed with the textural features
proposed in Section 3.1, without computation of illumination invariants. The features
were tested in the task of natural material recognition under varying illumination di-
rection. The setup is similar to Experiment i3 (Section 6.1.3), but only materials with
larger resolution were used and seven of them were selected for this experiment.

The proposed textural features were estimated on a gradient image, because it partly
reduced effects of illumination variations. Firstly, the input image was converted into a
grey-scale image G and the gradient image was estimated by means of differences:

∇G(r1, r2) = [G(r1 + 1, r2)−G(r1 − 1, r2), G(r1, r2 + 1)−G(r1, r2 − 1)] ,

at each pixel position r = (r1, r2). Subsequently, the Gaussian pyramid with K = 4
levels was built and each level was modelled by either 2D CAR or GMRF model, with
the fifth hierarchical neighbourhood (η = 12 neighbours). The textural features were
model parameters As, ∀s ∈ Ir (see details in Section 3.1) estimated separately on
both spectral planes of the gradient image at all its pyramid levels, finally, they were all
concatenated into a common feature vector. The distance between two feature vectors
was measured using L1 norm. This method, which is denoted with “noII2” suffix in the
results, was compared with two alternative textural representations: Gabor features and
steerable pyramid based features (see Section 2.2 for details).

The experiment was performed on BTF material measurements from University of
Bonn BTF database (Meseth et al., 2003), where natural materials were measured with
81 different illumination directions. The seven materials with resolution 512×512 pixels
were selected, which was 567 images in total. The materials used in the experiment are
displayed in Fig. B.1. We tested the correct classification of these materials, where the
1-NN classifier was trained with a single image per material and the other 560 images
were classified. Additionally, we evaluated the performance of illumination invariant
texture retrieval.

The percentage of correct classification is displayed in Tab. B.2, where the single
training image per material was selected to be perpendicularly illuminated and the test
images were grouped according to declination angle of illumination direction. It can be
seen that 2D CAR and GMRF based textural features are more robust to illumination
direction changes than Gabor features or steerable pyramid based features. Moreover,
Tab. B.3 displays correct classification averaged over 105 random selections of a single
training image per material, as well as mean recall rates (6.1). The improvement to
alternative features was about 9% and the proposed features were approximately two
times faster than the fastest compared alternative.
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ceiling fabric1 foil2 floor tile

walk way pink tile wood1

Figure B.1: High resolution material measurements from Bonn BTF database which were
used in Experiments i5.

method [0◦, 30◦] [45◦, 65◦] 75◦ average
2D CAR noII2, L1 84.1 73.3 67.2 73.9
GMRF noII2, L1 92.8 80.5 69.0 79.8
Gabor features 97.6 75.2 24.4 64.9
Steerable pyramid features 82.5 49.2 27.4 50.2

Table B.2: Experiment i5: Accuracy of material recognition [%], with the single training
image per material fixed to the perpendicular illumination (declination angle 0◦). The
test images are grouped according to the declination angle of illumination direction. The
last column is the average over all test images.

method classif. RR88 RR100 size
2D CAR noII2, L1 81 80 82 96
GMRF noII2, L1 85 84 85 96
Gabor features 71 70 72 48
Steerable pyramid features 77 75 77 968

Table B.3: Experiment i5: Accuracy of material recognition (classif.) [%] and mean recall
rate (RRn) [%] for n textures retrieved. The last column contains size of feature vectors.
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B.3 Example images

This section contains example images from Outex and Bonn BTF texture databases,
which show variation of natural material appearance in different illumination condi-
tions. Materials illuminated with different illumination spectra are displayed in Fig. B.2
and some examples of illumination invariant retrieval are shown in Fig. B.3, all from
Outex texture database. On the other hand, effects of illumination direction changes are
presented on images from Bonn BTF databse. Fig. B.5 shows materials illuminated with
different declination angle, while Fig. B.5 displays changes of appearance for different
azimuthal angle.

in
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tl
84

white tile001 seeds001 pasta001

Figure B.2: Apperance of selected materials from Outex texture database. The materials,
displayed in columns, are illuminated with different light sources in each row. From top,
illuminants are: incandescent CIE A, horizon sunlight, and fluorescent TL84. The first
column contains images of the reference white paper.
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Query 2D CAR-KL

Query LBP8,1+8,3

Figure B.3: Experiment i1: Illumination invariant image retrieval from Outex texture
database. The query images are followed by retrieved images with either the proposed
“2D CAR-KL” features or “LBP8,1+8,3” computed on grey-scale images. We can observe
that both features recognised visual similarity of barley-rice, flakes and granite (the first
and third rows).
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ceiling corduroy fabric1 fabric2

walk way foil1 floor tile pink tile

impalla proposte pulli wallpaper

wool wood1 wood2

Figure B.4: Material measurements from Bonn BTF database used in Experiment i3.
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Figure B.5: Appearance of selected materials from Bonn BTF database under illumina-
tion with varying declination angle. The columns from left were illuminated with the
following declination angles: 15◦, 45◦, 60◦, and 75◦ from the surface macro-normal.
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Figure B.6: Appearance of selected materials from Bonn BTF database under illumi-
nation with varying azimuthal angle. The columns from left are illuminated with the
following azimuthal angles: 0◦, 36◦, 90◦, and 180◦; the declination angle was fixed to 60◦

from the surface macro-normal.
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Appendix C

Demonstrations

We developed a simple CBIR system to demonstrate the capabilities of the proposed
illumination and rotation invariant textural features (Sections 4.2, 5.2).

The demonstration usecase is following: At first, a user selects a query image for the
content-based image retrieval. The query image can be any image from the provided
database. When the retrieve action is triggered, the system retrieves the given number
of images, which are visually most similar according to the used method (features) and
displays the result images. Optionally, the user can change the number of retrieved
images and the method used for similarity judgement.

C.1 Online demonstrations

The demonstration application is a web based application, which implements the previ-
ously described CBIR usecase. The application consists of two main pages. The input
page allows the user to select a query image, while the result page shows retrieved images.

The input page (Fig. C.1) consists of thumbnail images from the image database and
the parameters of retrieval. After the selection of the query image by the left click, the
retrieval is performed and the result images are displayed. The “settings” button allows
to change the number of retrieved images or the method (features) used for retrieval.

The result page (Fig. C.2) revises the query image and retrieval parameters in its
upper part, while the thumbnails of retrieved images are displayed in the lower part of
the page. The user can select one of the result images as the query image for the next
retrieval task. The “< input” button returns to the input page.

On the settings page, the user can enable comparison of two methods used for the
texture description and similarity judgement. Subsequently, the result page is split into
left and right parts, which include results from the respective methods (see Fig. C.2).

Alternatively, the same application is used for the exploration of classification per-
formance. In this case, the input page consists of test images and the result page shows

1Java, J2EE, Java runtime environment, JRE, JSP are registered trademarks of Sun Microsystems.
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Figure C.1: Input page of the online demonstration. Left click on the image thumbnail
triggers the retrieval of similar images. Optionally, a user can change the number of
retrieved images or the used method by pressing the “settings” button.
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C.1 Online demonstrations

Figure C.2: Result page of the online demonstration. The query is revised in the up-
per part and the most similar images are displayed below that. This screenshot show
comparison of two methods, their results are displayed in left and right parts of the page.
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URL experiment
description

http://cbir.utia.cas.cz/retrievalWebDemoOutex/ Section 6.1.1
Retrieval of similar textures from the Outex database. It contains materials
illuminated with three different spectra. Alternatively, noise degraded Outex
images can be selected.

http://cbir.utia.cas.cz/retrievalWebDemoCuret/ Section 6.2
Retrieval of similar textures from the CUReT database. It contains materials
with various illumination and viewpoint directions.

http://cbir.utia.cas.cz/retrievalWebDemoSanita/ Section 7.1
Retrieval of similar tiles from Sanita.cz catalogue. The system retrieves tiles
with similar colours or texture.

http://cbir.utia.cas.cz/retrievalWebDemoAlot/ Section 6.3.1
Rotation invariant classification on the ALOT database. The input page con-
tains test images and the result page shows the nearest training images.

Table C.1: List of online demonstrations, all of them utilise the proposed illumination
invariant textural features.

the nearest training images. This possibility is depicted in screenshot Fig. C.2. Available
online demonstrations are listed in Tab. C.1.

Concerning implementation details, the demonstrations are implemented as web ap-
plications according to Java 2 Platform Enterprise Edition (J2EE) standard. The presen-
tation layer is composed of Java Servlets and Java Server Pages (JSP), while the business
layer contains Java objects. The demonstrations are running at servlet container Apache
Tomcat version 6.0, however, any J2EE 5 compliant container can be utilised.

C.2 Standalone application

Similarly to the previous web application, we developed a standalone desktop application
(Vacha and Haindl, 2007b), which also implements the previous CBIR usecase. It again
consists of two screens: input screen and result screen.

The input screen (Fig. C.3) consists of thumbnail images from the image database
and fields for optional settings as number of retrieved images. The left click selects the
query image and performs the retrieval. In the “image database” menu, the user can
choose from different methods (features) used for the evaluation of image similarity.

The result screen (Fig. C.4) revises the query image and retrieval parameters, followed
by the retrieved images. The user can select one of the result images as the query image
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C.2 Standalone application

Figure C.3: Input screen of the desktop demonstration. Left click on an image thumbnail
triggers the retrieval. Optionally, a user can change the number of retrieved images or
the method used for similarity judgement.
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Figure C.4: Result screen of the desktop demonstration. The query image and retrieval
parameters are revised in the upper part, while the retrieved images are shown in the
rest of the screen. Additional information is provided in tooltips.
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C.2 Standalone application

for the next retrieval task (right click on the image and choose the “retrieve” item
from the pop-up menu). The “< input” button returns to the input screen.

A comparison of different methods for texture description and similarity judgement
can be enabled by adding the command line parameter “--clones 2”, which creates two
application windows. Subsequently, different methods can be selected in each application
window. These windows are synchronised so that the retrieval with the same query image
is performed simultaneously in both windows, but the results differ according to the
selected methods.

A captured video of demonstration usage is available online.2

System requirements

Our CBIR application requires a computer with installed Java Runtime Environment
(JRE) version 6 or later, which is freely available for download.3 Moreover, the demon-
stration needs 300 MB of free disk space, 1 GHz processor, and 0.5 GB of RAM.
The demonstration application was tested on operation systems GNU Linux and Win-
dows XP.

2http://ro.utia.cas.cz/demos/civr-demo.html
3http://java.com
4Windows is a registered trademark of Microsoft Corporation.
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