
Charles University in Prague
Faculty of Mathematics and Physics
Department of Software Engineering

Abstract of Doctoral Thesis

Query by Pictorial Example

Mgr. Pavel Vácha
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1 Introduction

Content-based image retrieval (CBIR) systems are search engines for image databases, which index
images according to their content. A typical task solved by CBIR systems is that a user submits a
query image or series of images and the systems is required to retrieve images from the database as
similar as possible. Another task is a support for browsing through large image databases, where
the images are supposed to be grouped or organised in accordance with similar properties.

Although the image retrieval has been an active research area for many years (see surveys [32, 8])
this difficult problem is still far from being solved. There are two main reasons, the first is so called
semantic gap, which is the difference between the information that can be extracted from the visual
data and the interpretation that the same data have for a user in a given situation. The other
reason is called sensory gap, which is the difference between a real object and its computational rep-
resentation derived from sensors, which measurements are significantly influenced by the acquisition
conditions.

The semantic gap is usually approached by learning of concepts or ontologies and subsequent
attempts to recognise them. A system can also learn from the interaction with a user or try to
employ combination of multimedia information. However, these topics are beyond the scope of this
work and we refer to reviews [32, 21] for further information.

This work concerns with the second problem — finding a reliable image representation, which is
not influenced by image acquisition conditions. For example, scene or object can be photographed
from different positions and the illumination can vary significantly during a day or be artificial,
which causes significant changes in appearance. More specifically, we focus on a reliable and robust
representation of homogeneous images (textures), which do not comprise the semantic gap.

Invariance

A representation is referred as invariant to a given set of acquisition conditions if it does not change
with a variation of these conditions. This invariance property allows to recognise objects or textures
in the real world, where the conditions during an image acquisition are usually variable and unknown.
Therefore a construction of invariant texture representation is advantageous, because the appearance
of many natural or artificial textures is highly dependent on illumination colour, illumination and
view point direction, as demonstrated in Figs. 4, 7.

It is necessary to keep in mind that an undesired invariance to a broad range of conditions in-
evitably reduces the discriminability and aggravates the recognition. (An absurd example is the
representation by a constant; it is invariant to all possible circumstances, but it has no use.) Con-
sequently, the optimal texture representation should be invariant to all expected variations of ac-
quisition conditions and still it is required to remain highly discriminative, which are often contrary
requirements.

1.1 Thesis contribution

This work is focused on a query by and retrieval of homogeneous images (textures) and on robustness
against image acquisition conditions, namely illumination and rotation of texture. It is believed that
this thesis contributes to the field of pattern recognition with the following original work:

1. The main contribution is a set of novel illumination invariant features, which are derived from
an efficient Markovian textural representation based on modelling by either Causal Autore-
gressive Random models (2D CAR, 3D CAR) or a Gaussian Markov Random Field (GMRF)
model. These new features are proved to be invariant to illumination intensity and spectrum
changes and also approximately invariant to local intensity changes (e.g. cast shadows). The
invariants are efficiently implemented using parameter estimates and other statistics of CAR
and GMRF models.
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2. The illumination invariants are extended to be simultaneously rotation invariant. The rotation
invariance is achieved either by moment invariants or by combination with circularly symmetric
texture model.

Although the proposed invariant features are derived with the assumption of fixed viewpoint and
illumination positions, our features exhibit significant robustness to illumination direction variation.
This is confirmed in thorough experiments with measurements of Bidirectional Texture Function
(BTF) [7], which is currently the most advanced representation of realistic material appearance.
Moreover, no knowledge of illumination conditions is required and our methods work even with
a single training image per texture. The proposed methods are also robust to image degradation
with an additive Gaussian noise.

The proposed invariant representation of textures is tested in the task of texture retrieval and
recognition under variation of acquisition conditions, including illumination changes and texture
rotation. The experiments are performed on five different textural databases and the results are
favourably compared with other state of the art illumination invariant representations. Psychophys-
ical tests with our textural representation indicate its relation to the human perception of textures.

We utilise our features in construction of a system for retrieval of similar tiles, which can be
used in decoration industry and we show a feasible application in optimisation of parameters in
texture compression, used in computer graphics. Finally, our illumination invariants are integrated
into a texture segmentation algorithm and our textural features are applied in the recognition of
glaucomatous tissue in retina images.

2 State of the Art

Human perception of textures was studied by Julesz [19], for more than thirty years, and his findings
were highly influential for construction of texture discrimination algorithms. The following list briefly
reviews currently the most popular textural features.

Histograms of colours or intensity values are the simplest features, but they are not able to describe
spatial relations in texture. Their advantage is robustness to various geometrical transformations
and easy implementation. A multiresolution histogram [12] includes some spatial relations, as well
as co-occurrence matrices [17].

Spatial model parameters characterise a texture by parameters of a chosen model, whose pa-
rameters are estimated from a texture image. Models are: MultiResolution Simultaneous AutoRe-
gressive (MR-SAR) model [24], Rotation Invariant Simultaneous AutoRegressive (RI-SAR) model
[20], Anisotropic Circular Gaussian Markov Random Field (ACGMRF) [9], the last two are invariant
to image rotation.

Gabor features are based on an image decomposition by a set of Gabor filters, which are tunable
detectors of edges and lines at different orientations and scales. Subsequently, Gabor features [23]
are statistics of the Gabor filter responses. The opponent Gabor features [18] analyses also relations
of spectral planes.

Steerable pyramid features [30] employ an image decomposition into scales and orientations,
similarly to Gabor filters and other wavelets. The features additionally include correlations among
adjacent orientations and scales.

LBP (Local Binary Patterns) [27] are histograms of binarised micro-patterns. These features
are illumination invariant and their modifications are additionally rotation invariant: LBPriu2 [29],
LBP-HF[1].

Textons representation characterizes a texture by a histogram of textons, which are texture
primitives learned from a set of images as clusters of filter responses. Rotation invariant MR-8
textons [33] were extended to be simultaneously colour invariant [3].
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Figure 1: Texture analysis algorithm by means of a set of 2D models and with computation of
illumination invariants.

3 Invariant Textural Features

We accept the mathematical definition of texture as a kind of random field, and the texture image
is the realisation of this random field. In our textural representation, a texture is locally modelled
by a Markov Random Field (MRF) model and the model parameters characterise the texture [I, II].
Subsequently, illumination/colour or rotation invariants are computed from the estimated param-
eters. We take advantage of a special wide sense Markov model, which enables a fast analytical
estimate of its parameters and thus to avoid time-consuming Monte Carlo minimisation prevailing
in most of alternative MRF models [22].

Let us assume that a texture is defined on a rectangular lattice I and it is composed of C spectral
planes measured by the corresponding sensors (usually {Red, Green, Blue}). The multispectral pixels
are Yr = [Yr,1, . . . , Yr,C ]T , where pixel location r = [r1, r2] is a multiindex composed of r1 row and
r2 column index, respectively.

Algorithm. The texture analysis starts with a spatial factorisation of the texture into
K levels of the Gaussian down-sampled pyramid [4]. All spectral planes are factorised using the
same pyramid and each pyramid level is either modelled by a 3-dimensional MRF model or a set
of C 2-dimensional MRF models. In case of 2D models the image spectral planes are mutually
decorrelated by Karhunen-Loève transformation (Principal Component Analysis – PCA) prior to
the spatial factorisation by the pyramid. For 3D models the decorrelation is not required. The
MRF model parameters are estimated, illumination/colour or rotation invariants are computed, and
textural features are formed from them. Finally, the textural features from all the pyramid levels
are concatenated into a common feature vector. The overview of the texture analysis algorithm with
a set of 2D models is displayed in Fig. 1.

3.1 Markov random field

The each level of Gaussian pyramid level is modelled separately and in the same way. Therefore we
omit the level index k and we work generally with multispectral texture pixels Yr . We use three
different models from Markovian family: 3D CAR, 2D CAR, and GMRF. In contrast to MR-SAR
model [24], we use restricted shape of neighbourhood, which allows efficient and analytical parameter
estimation and we model spatial interaction of spectral planes (colours).

3.1.1 Causal autoregressive random field

The 3D CAR representation assumes that the multispectral texture pixel Yr can be locally modelled
by a 3D CAR model [16] as a linear combination of neighbouring pixels. The shape of contextual
neighbourhood is limited to causal or unilateral neighbourhood, see examples in Fig. 2. We denote
Ir a selected contextual causal or unilateral neighbour index shift set and its cardinality η = |Ir| .
Let Zr is a Cη× 1 data vector, which consists of neighbour pixel values for a given pixel position r .
The matrix form of the 3D CAR model is:

Yr = γ Zr + εr , Zr = [Y Tr−s : ∀s ∈ Ir]T , (1)
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Figure 2: Examples of contextual neighbourhood Ir . From the left, it is the unilateral hierarchical
neighbourhood of third and sixth order. X marks the current pixel, the bullets are pixels in the
neighbourhood, the arrow shows movement direction, and the grey area indicate permitted pixels.

where γ = [As : s ∈ Ir] is the C ×Cη unknown parameter matrix with square submatrices As and
r, s are multiindices. The white noise vector εr has zero mean and constant but unknown covariance
matrix Σ . Moreover, we assume the probability density of εr to have the normal distribution
independent of previous data and being the same for every position r .

For the 2D CAR models, a set of C models is stacked into formula (1), with diagonal parameters
matrices As and diagonal noise covariance matrix Σ . Because 2D models are not able to model
interspectral relations, the image spectral planes are decorrelated by means of K-L transformation
before the estimation of model parameters.

Parameter estimation. The texture is analysed in a chosen direction, where multiindex t
changes according to the movement on the image lattice e.g. t−1 = (t1, t2−1), t−2 = (t1, t2−2), . . . .
The task consists in finding the parameter conditional density p(γ |Y (t−1)) given the known process
history Y (t−1) = {Yt−1, Yt−2, . . . , Y1, Zt, Zt−1, . . . , Z1} and taking its conditional mean as model pa-
rameter estimation. Assuming normality of the white noise component εt , conditional independence
between pixels and the normal-Wishart parameter prior, the parameters can be estimated:

γ̂Tt−1 = V −1
zz(t−1) Vzy(t−1) , (2)

Vt−1 =
(∑t−1

r=1 Yr Yr
T ∑t−1

r=1 Yr Zr
T∑t−1

r=1 Zr Yr
T ∑t−1

r=1 Zr Zr
T

)
+ V0 =

(
Vyy(t−1) V Tzy(t−1)

Vzy(t−1) Vzz(t−1)

)
, (3)

where V0 is a positive definite matrix representing prior knowledge, e.g. identity matrix V0 = 1Cη+C
for uniform prior. Noise covariance matrix Σ is estimated as

Σ̂t−1 =
λt−1

ψ(t)
,

λt−1 = Vyy(t−1) − V Tzy(t−1) V
−1
zz(t−1) Vzy(t−1) , (4)

ψ(t) = ψ(t− 1) + 1 , ψ(0) > 1 .

The parameter estimation γ̂t can be accomplished using fast and numerically robust recursive statis-
tics. The numerical realisation of the model statistics (2) – (4) is discussed in [16].

Alternatively, the model parameters can be estimated by means of Least Squares (LS) estimation,
which leads to the formally same equations as (2) – (4) with zero matrix V0 = 0Cη+C .

After the estimation of model parameters, the pixel prediction probability p
(
Yt|Y (t−1)

)
can be

computed. Moreover, the optimal contextual neighbourhood Ir can be found analytically. The
most probable model M` with contextual neighbourhood I`r can be selected using the Bayesian
formula without computation of normalisation constant. Therefore p(Y (t−1)|M`) or its logarithm
is maximised, see [16] for details.
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3.1.2 2D Gaussian Markov random field

This model is obtained if the local conditional density of the MRF model is Gaussian. The contextual
neighbourhood Ir is non-causal and symmetrical. The GMRF model for centred values Yr,j can be
expressed also in the matrix form of the 3D CAR model (1), but the driving noise εr and its
correlation structure is now more complex:

E{εr,lεr−s,j} =


σ2
j if (s) = (0, 0) and l = j,

−σ2
j as,j if (s) ∈ Ir and l = j,

0 otherwise,

where σj , as,j ∀s ∈ Ir are unknown parameters. Also topology of the contextual neighbourhood
Ir is different, because GMRF model requires a symmetrical neighbourhood.

Parameter estimation. The parameter estimation of the GMRF model is more complicated,
because either Bayesian or Maximum Likelihood (ML) estimate requires an iterative minimisation of
a nonlinear function. Therefore we use an approximation by the pseudo-likelihood estimator, which
is computationally simple although not efficient, see [13] for details.

3.2 Illumination invariance

Illumination conditions of an image acquisition can change due to various reasons. In our approach,
we allow changes of brightness and spectrum of illumination sources, and we derived illumination
invariants based on parameters and statistics of the previous models. It enabled us to create textural
representation, which is invariant to illumination spectrum (colour) and brightness [III, V, XII].

Assumptions. We assume that a planar textured surface is uniformly illuminated and the
positions of viewpoint and illumination source remain unchanged. For Lambertian (ideally diffuse)
surface reflectance, the two images Ỹ , Y acquired with different illumination brightness or spectrum
can be transformed to each other by the linear transformation:

Ỹr = B Yr ∀r , (5)

where B is a C×C matrix same for all the pixels. We derive that this equation holds even for natural
reflectance model of BTF [7] if the surface colour do not depend on camera or light positions. If
sensor response functions are changed instead of illumination spectrum, the formula (5) holds again.

Although, the assumption of fixed illumination positions might sound limiting, our experiments
with natural and artificial surface materials show that the derived features are very robust even if
the illumination positions changes dramatically.

3.2.1 Causal autoregressive random field

Let us assume that two images Y , Ỹ with different illumination are related by equation (5). Conse-
quently, the model data vectors of 3D CAR model (1) are also related by the linear transformation
Z̃r = ∆Zr, ∀r, where ∆ is the Cη × Cη block diagonal matrix with blocks B on the diagonal.
By substitution of Ỹr , Z̃r into the parameter estimate of 3D CAR model we derived the following
relations of model parameters, where accent (̃·) denotes different illumination:

Ãs = BAsB
−1 , λ̃t = B λtB

T , ∀s ∈ Ir , ∀t ∈ I . (6)

As a direct consequence the following features are proved to be colour invariant [III]:

1. trace: trAs , ∀s ∈ Ir ,

2. eigenvalues: νs,j of As , ∀s ∈ Ir , j = 1, . . . , C ,
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3. α1 = 1 + ZTt V
−1
zz(t) Zt ,

4. α2 =
√ ∑
∀r∈I

(Yr − γ̂tZr)T λ−1
t (Yr − γ̂tZr) ,

5. α3 =
√ ∑
∀r∈I

(Yr − µ)T λ−1
t (Yr − µ) , µ is the mean value vector of Yr ,

These colour invariants utilise the linear relation (5), which could be considered too general for
some applications, because it allows mutual swaps of sensors or spectral planes. In that case, matrix
B can be restricted to a diagonal matrix, which models illumination change as multiplication of each
spectral plane. For the diagonal B, the formula BAsB

−1 do not change the diagonal elements of
As . Therefore we can alternatively redefine invariants νs,j :

2′. diagonals: νs = diagAs , ∀s ∈ Ir .

Determinant based invariants. Additional colour invariants are derived [XII] from deter-
minants |Vyy(t−1)| , |Vzz(t−1)| , |λt−1| , and probabilities p

(
Yt|Y (t−1)

)
, ln p

(
Y (t−1)|M`

)
:

β1 = ln
(
ψ(r)C

ψ(t)C
|λt| |λr|−1

)
, β8 =

(
ψ(r)C

ψ(t)C
|λt| |λr|−1

) 1
2C

,

β2 = ln
(
ψ(r)C

ψ(t)C

∣∣Vzz(t)∣∣ ∣∣Vzz(r)∣∣−1
)
, β9 =

(
ψ(r)C

ψ(t)C

∣∣Vzz(t)∣∣ ∣∣Vzz(r)∣∣−1
) 1

2Cη
,

β3 = ln
(∣∣Vzz(t)∣∣ |λt|−η) , β10 =

(∣∣Vzz(t)∣∣ |λt|−η) 1
2C

,

β4 = ln
(∣∣Vzz(t)∣∣ ∣∣Vyy(t)∣∣−η) , β11 =

(∣∣Vzz(t)∣∣ ∣∣Vyy(t)∣∣−η) 1
2C

,

β5 = tr
{
Vyy(t) λ

−1
t

}
, β12 =

√∣∣Vyy(t)∣∣ |λt|−1
,

β6 = ln

(∑
∀r∈I

1
|I|
p
(
Yr|Y (r−1)

) ∣∣Vyy(t)∣∣ 12
)

,

β7 = ln
(

ln p
(
Y (t)|M`

)
+ (ψ(t+ 1) + C + 1) ln

∣∣Vyy(t)∣∣) .

Invariants α1 – α3 , α1′ , β3 – β7 , β10 – β12 are computed with Vzz(t) , Vyy(t) , λt estimates from
all the image pixels, it means t equal to the last pixel position. However, they can be computed from
actual estimates at each pixel position as well, which is useful in texture segmentation. Invariants
β1 , β2 , β8 , and β9 are computed from Vzz(r) , λr estimates at different positions r, t in the texture,
e.g. first and last pixel position.

For the 2D CAR model, the invariants α1 – α3 , β1 – β12 are computed for each spectral plane
separately with C = 1.

Interpretation of invariants. For ideally homogeneous images, the invariants β1 , β2 , β8 ,
and β9 are necessary constant. Therefore, these invariants can be regarded as condensed indicators
of texture homogeneity. An intuitive interpretation of the other invariants is quite difficult. The
invariants α2 , α3 are based the statistic λ which is made illumination invariant. The statistic λ
is used in the estimation of noise covariance and actually it expresses the model ability to explain
the data. Furthermore, the invariants β4 , β11 are the ratios of correlations in the data vectors to
correlations in the pixel vectors, which we consider to be a measure of dependency in the contextual
neighbourhood.
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3.2.2 2D Gaussian Markov random field

The colour invariants for GMRF model are derived analogically to the previous invariants for
2D CAR. The invariants trAs , νs = diagAs ,∀s ∈ Ir are the same. The invariants α1 – α3 ,
β1 – β12 are similar, with the following main differences:

1. Σ̂ · |I| is used instead of λt, which is not defined in GMRF model,

2. abs |Vzz| have to be used instead of |Vzz| , because Vzz is not always positive definite in the
GMRF model,

3. invariants α1, β7 and β8 do not have their GMRF counterparts.

3.2.3 Local intensity changes

All previous colour invariants were derived with the assumption of uniform illumination. However,
we derived [XIV] that most of them are also invariant to locally constant intensity changes, which
can be caused by cast shadows or objects with more textured planar surfaces.

More precisely, if the texture image is composed of n copies of homogeneously illuminates texture
tiles S, where each tile is modified by multiplication with some constant, then the parameters γ̂
estimated on the whole image are approximately same as they were estimated on tile S. Moreover,
the tiles S can be even different if the statistics

∑
r∈S ZrZ

T
r and

∑
r∈S ZrY

T
r remain the same,

natural examples are stochastic textures. As result, the illumination invariants trAs , νs,j are
approximately invariant to local intensity changes. This can be proved also for the invariants α2 ,
β3 – β5 , and β10 – β12.

Texture size independence. The independence to size of texture sample (more data, not
scale) is a special case of the previous invariance to local intensity changes. Almost all previously
derived colour invariants: trAs , νs,j , α1′ – α3 , β1 – β5 , β8 – β12 comply with this independence
to sample size. Exceptions are β6 and β7, which depend on texture sample size, because probabilities
p(Ỹr|Ỹ (r−1)) and ln p(Ỹ (t)|M`) include non-linear functions of the number of previously analysed
data. Of course, a texture sample with sufficient size is required for a reliable estimation of the
model parameters and subsequently the invariant features.

3.3 Rotation invariance

Rotation invariants are textural features that do not change with texture rotation. The important
property of rotation invariants is how they retain their discriminability, because without sufficient
discriminability the features would be useless despite their invariance. We propose two different
methods for the rotation invariance of MRF features [XIV]. The first method computes rotation
invariant features before the estimation of MRF parameters. While the second method build rotation
invariants after the MRF parameter estimation by means of moment invariants. The scheme of
rotation invariant texture analysis is depicted in Fig. 3. We also developed a simple method for
normalisation of texture rotation based on estimation of dominant texture orientation [VI].

Real rotation of surfaces. The construction of rotation invariants assume that the surface
rotation can be modelled as a rotation of its image. Unfortunately, this assumption does not apply
for rough surfaces and illumination near surface plane [6]. However, we imagine a rotation of rough
materials as a two step process. In the first step, the material sample and the illumination source
are rotated around the same axis, as they were firmly tied together. This step can be modelled
as a simple image rotation and it is handled by the proposed rotation invariants. The second step
consists of illumination rotation into its final position. This situation is supposed to be dealt with
the proposed illumination invariants, despite the fact that they were derived with the assumption
of fixed illumination position. The reason is that our experiments with natural surfaces show that
the derived illumination invariants are robust to change of illumination direction.

8
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Figure 3: Texture analysis algorithm which combines illumination invariants with two approaches
to rotation invariance. It is either an autoregressive model of rotation invariant statistics (RAR) in
the upper line, or a causal autoregressive model followed by the computation of rotation moment
invariants (m(CAR)) in the lower line.

3.3.1 Rotation autoregressive random model

The Rotation Autoregressive Random (RAR) model is inspired by the model [20], which is a re-
gression model of pixel values and averages on concentric circles around these pixels. Although,
this model is suitable for modelling of isotropic textures, it has difficulties with anisotropic texture
properties. Our model uses multispectal images and extends the regression data with maximum
and minimum from circular samples, which enables the model to capture some anisotropic texture
properties. The basic modelling equation is similar to (1) with the difference in data vector Zr ,
which is composed of mean, maximum, and minimum, all computed separately for each circle in the
neighbourhood I�r , which is composed of samples on concentric circles. For multispectral images,
mean, maximum, and minimum are computed for each spectral plane separately.

The RAR model is used either in 3D or 2D version, which are similar to 3D CAR or 2D CAR
models (Section 3.1.1). The differences in the contextual neighbourhood and the datavector Zr
cause that the parameter estimate γ̂t cannot be computed using the analytical Bayesian estimate (2)
anymore. Therefore we use the corresponding LS approximation.

Combination with illumination invariants. To achieve simultaneous rotation and colour
invariance, the feature vector is composed of the colour invariants derived for CAR models, i.e.
trAs , νs,j , α1 – α3 , and additionally β1 – β5 , β8 – β12 (β6 and β7 are not used because they are
not valid for the RAR model).

3.3.2 Rotation moment invariants

The rotation moment invariants are used to describe anisotropic texture properties, which are only
briefly captured by the RAR model. The CAR model parameters are estimated (Section 3.1.1) and
the rotation moment invariants are computed from the illumination invariants trAs , νs,j (Section
3.2.1), according to their position in the unilateral neighbourhood Iur . Since the unilateral neigh-
bourhood Iur covers only the upper half plane, the values are duplicated in the central symmetry to
cover the entire plane, which is advantageous for the rotation invariance of moments.

It is advantageous to compute the rotation invariants from complex moments, because they
change more simply in rotation than other types of moments. The discrete complex moment of the
order p+ q of the function f(r1, r2) is defined as

c(f)
pq =

∑
r1

∑
r2

(r1 + ir2)p(r1 − ir2)qf(r1, r2) , (7)

where i is the complex unit. The bilinear interpolation of function f(r1, r2) is used to enhance its
resolution and precision of computed moments.
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The set of invariants should be chosen to be independent, see [11] for more details and addi-
tional references. Since our neighbourhood is centrally symmetric, we cannot use any odd-order
moment [11]. That is why we use these even-order rotation moment invariants:

1. zeroth order: c00

2. second order: c11 , c20c02

3. fourth order: c22 , c40c04 , c31c13

4. mixed order: Re(c40c202) , Re(c31c02) .

We can utilize the fact that all colour channels are rotated together, by the same angle and construct
joint colour rotation invariants

5. second order: c(`)20 c
(j)
02 ,

where ` = 1, j = 2, . . . , C are the individual colour channels. This full set of moment invariants
is denoted as m1(model). Since the high order moments tend to be numerically unstable, especially
for roughly defined f , we also work with the reduced set of invariants denoted as m2(model):

1. reduced set of moments: c00 , c11 , c20c02 , c22 , and c
(1)
20 c

(j)
02 .

Combination with illumination invariants. Discrete complex moments cpq are computed
from invariants trAs and νs,j , j = 1, . . . , C according to their position in the unilateral neigh-
bourhood Iur . Each matrix As=(s1,s2) is associated with the position (s1, s2) in neighbourhood Iur ,
therefore the input function f is defined from trace of matrices and made centrally symmetric:

fA(r1, r2) =

 trA(r1,r2) (r1, r2) ∈ Iur
trA(−r1,−r2) (−r1,−r2) ∈ Iur
0 otherwise ,

and analogically fν,j(r1, r2) is constructed from ν(r1,r2),j for each spectral plane j. Subsequently,
the previous set of moment invariants (1. – 4.) is computed. The interspectral moment invariant
c
(1)
20 c

(j)
02 is computed only from multispectal function fν,j(r1, r2). Altogether, it makes 34 moment

invariants for C = 3 and the full set m1(model).
The illumination invariants α1 , α2 , α3 , and β1 – β12 are not associated with a position in the

contextual neighbourhood, therefore the rotation invariant transformation is not needed, if they are
computed with a model with suitable neighbourhood shape. Therefore the illumination invariants
α1 , α2 , α3 , and β1 – β12 , computed with hierarchical unilateral neighbourhood, can be added
directly into the rotation invariant feature vector.

3.4 Feature vector comparison

All previously described textural representations characterise texture with a feature vector, which
is an element of a vector space. Feature vectors are used either directly, i.e. in combination with
a classifier to build a class representation, or distance of feature vectors is computed to evaluate
similarity of respective textures.

The distance between feature vectors of two textures T , S is computed using Minkowski norms
(p-norms) L1 , L0.2 , or fuzzy contrast FC3 proposed in [31]. The norms L1 , L0.2 are preferred to
usual L2 , because they are more robust. Fuzzy contrast, in its symmetric form, is defined as

FCa (T, S) = m−

{
m∑
`=1

min
{
τ(f (T )

` ), τ(f (S)
` )

}
− a

m∑
`=1

∣∣∣τ(f (T )
` )− τ(f (S)

` )
∣∣∣} , (8)

τ(f`) =
(

1 + exp
(
−f` − µ(f`)

σ(f`)

))−1

,
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where m is the feature vector size, f
(T )
` and f

(S)
` are the `-th components of feature vectors of

textures T and S, respectively. µ(f`) and σ(f`) are average and standard deviation of the feature
f` computed over all textures in the database.

It is advantageous to compute distance between two feature vectors using the fuzzy contrast,
because it normalises different scales of features, which is important for β` invariants and moment
invariants. The drawback is that the fuzzy contrast requires estimate of average and standard
deviation of all features.

4 Experiments

The proposed illumination invariant and rotation invariant textural features were tested in the task
of natural and artificial material recognition under various circumstances. The experiments were
designed to closely resemble real-life conditions and they were conducted on five different textural
databases, which differ in the variability of image acquisition conditions and include almost 25 000
of images in total.

At first, we tested the performance of illumination invariant features in texture retrieval and
texture classification tasks under various illumination conditions [III, V, IX, XII]. Later, we extended
texture recognition tests to illumination variations in combination with different texture rotations
and viewpoint positions [VI, XIV]. Such variations of acquisition conditions are usually encountered
in an analysis of real-world scenes.

In experiments with texture classification, we used the simple k-Nearest Neighbours (k-NN)
classifier, which classifies a texture according to majority of k-nearest training samples. The distance
to training samples were computed with L1 , L0.2 , or FC3 dissimilarity measures. In image retrieval
applications, we retrieved a given number of images that were nearest according to one of the previous
dissimilarities.

4.1 Illumination variation

The performance of the illumination invariant MRF features (see Section 3.2.1) is demonstrated on
three image databases, each with different variations of illumination conditions. At first, the Outex
texture database [28] was acquired with three illuminations with different spectra and only with slight
differences in illumination positions, which complies with our theoretical assumptions. Secondly, the
University of Bonn BTF database [25] was acquired with a fixed illumination spectrum and with
91 different illumination directions, which drastically violates our restrictive assumption of fixed
illumination position. Finally, the most difficult setup on Amsterdam Library of Textures (ALOT) [3]
combined changes in illumination spectrum and direction, and also added slight viewpoint variation.
Conditions of these experiments are summarised in Tab. 1.

Proposed features. We tested the proposed illumination invariants based either on 2D CAR,
3D CAR, or GMRF model. The models were usually computed with the 6-th order hierarchical
contextual neighbourhood (see Fig. 2), on K = 4 levels of the Gaussian pyramids. Optional K-L
transformation was indicated with “-KL” suffix. The proposed features were computed according
to definitions in Section 3.2.1, the definition of νs,j as diagonals of As were used together with
K-L transformation, otherwise the eigenvalues were employed.

Alternative features. The comparison was performed with the following alternative textural
features: Gabor features [23], opponent Gabor features [18], steerable pyramid features [30], and
LBP features [29, 27]. The grey value based features as Gabor features and LBP were computed
either on grey-scale images or separately on each spectral plane of colour images and concatenated.
Moreover, Gabor features and opponent Gabor features were tested with and without normalisation
of spectral planes. The mean and standard deviation of features (required by some dissimilarities)
were estimated from all images.
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Figure 4: Examples of illumination invariant retrieval from Outex texture database [28], which
contains materials illuminated with tree different illumination spectra (inca, horizon, tl84). The
query images are followed by retrieved images in order of similarity. The images of query materials
acquired under different illumination spectra were successfully retrieved at positions 1 – 3.
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Figure 5: Accuracy of material recognition [%]
on the Bonn BTF database [25], which contains
materials with 81 illumination directions. A sin-
gle image per material, with perpendicular illu-
mination, was used for training. The test im-
ages, grouped by illumination direction, show
performance decrease under more distant lights.

number of training samples
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ALOT

 

2D CAR−KL, β
1
−β

12

Figure 6: Accuracy of material recognition [%]
on the ALOT database [3] for different numbers
of training images per material (averaged over
1000 random selections). The superiority of the
proposed features (purple and red line) is main-
tained for all number of training samples.

Figure 7: Examples of materials from the ALOT texture database [3] and their appearance for
different camera and light conditions. The two columns on the right are acquired with viewpoint
close to the surface (declination angle 60◦ from the surface macro-normal).
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Experiment
i1 i2 i3a i3b i4a i4b

texture database Outex Bonn BTF ALOT
experiment conditions:
illumination spectrum + + − − + +
illumination direction − − + + + +
viewpoint azimuth − − − − − −
viewpoint declination − − − − + −
experiment parameters:
image size (bigger) 512 128 256 256 1536 1536
number of materials 318 68 15 15, 10 200 250

Table 1: Parameters of experiments with illumination invariance and comprised variations of recog-
nition conditions.

Results

The performed experiments confirmed that the proposed illumination invariant features are invariant
to changes of illumination spectrum and brightness (see examples in Fig. 4). Moreover, our features
also demonstrated considerable robustness to changes of illumination direction and image degrada-
tion with an additive Gaussian noise. The reason is that Gaussian noise is an inherent part of the
MRF models and the noise is suppressed at higher pyramid levels. This is in contrast with popular
LBP features, which exposed their vulnerability to Gaussian noise degradation and illumination
direction changes as confirmed in Fig. 5. Most importantly, our illumination invariants retained
the discriminability and outperformed the alternative textural features in all but one experiment,
see e.g. Figs. 5, 6.

The proposed features excel in recognition of stochastic textures, while the lowest performance
was observed with complex regular textures. The most of the discriminative information is concen-
trated in the invariants νs and trAs , however, the addition of invariants α1 – α3 , β1 – β12 still
improves the performance. The definition of features νs as diagonals of the matrices As is preferred
to eigenvalues, because it preserves the ordering according to image planes and it should be accom-
panied with some decorrelation of spectral planes. The size of feature vectors for 2D CAR model
were about 260 without β` invariants and about 400 with all illumination invariants.

Moreover, the fuzzy contrast FC3 outperformed the other tested dissimilarities of feature vectors.
Mean and standard deviation of features, which are required by fuzzy contrast, can be estimated
with a sufficiently precision on a small subset of images. If such estimate is not available, we suggest
using L1 norm without β` invariants.

Additionally, the proposed illumination invariants are also fast to compute and the feature vector
has a reasonable low dimension. A disadvantage is that a reliable estimation of the MRF parameters
requires a sufficient size of training data. Interactive demonstrations [IV] of the performance of the
proposed features are available online1.

4.2 Rotation and illumination variation

We present performance of the proposed method which combines illumination invariant CAR features
with rotation invariance (Section 3.3). The comparison [XIV] was performed on four different texture
databases, in three experimental setups, which included almost 300 natural and artificial materials.

The first experiment was performed on Columbia-Utrecht Reflectance and Texture (CUReT)
database [7] — dataset from [33], and on ALOT dataset [3]. This experiment is focused on robustness

1http://cbir.utia.cas.cz/outex/
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Experiment
%1 %2 %3

texture database CUReT ALOT Outex KTH-TIPS2
experiment conditions:
illumination spectrum − + + +
illumination direction + + − +
viewpoint azimuth + + − −
viewpoint declination + + − −
experiment parameters:
image size (bigger) 200 1536 128 200
number of materials 61 200 24 11

Table 2: Parameters of experiments with combined illumination and rotation invariance, including
variations of recognition conditions.

of textural features under varying illumination and viewpoint positions, which resembles real-world
scenes with natural materials. In the second experiment, we tested features under varying illumina-
tion spectrum and texture rotation on Outex classification test [28], which simulates different day
light or artificial illuminations. In the third experiment, our results were compared with recently
published features on KTH-TIPS2 database [5]. A summary of the experiments and the tested
recognition conditions is displayed in Tab. 2.

Proposed features. The proposed illumination and rotation invariant features were again
computed on K = 4 levels of Gaussian pyramid, with CAR models with the 6-th order hierarchical
neighbourhood (η = 14 neighbours), which corresponds to maximum radius 3 used in the RAR
models. The moment based features were composed of either the full set of invariants “m1(model)”
or the reduced set “m2(model)”. Finally, the feature vectors were compared with fuzzy contrast
FC3 (8), since the normalisation of different feature scales is necessary. The feature means and
standard deviations, required by fuzzy contrast, were estimated either on a parameter tuning set or
on a training set if the tuning set was not available.

Alternative features. The proposed features were compared with the following illumina-
tion and rotation invariant features: MR8-NC and MR8-LINC, which were reported with the best
performance on ALOT dataset [3]; LBPriu2

P,R [29], and LBP-HF features [1].

Results

The experiments confirmed that our illumination invariants were successfully integrated with two
constructions of rotation invariants: either modelling of rotation invariant statistics (RAR model) or
moment invariants computed from direction sensitive model parameters (m(CAR) model).
Although the construction of invariants assumed image rotation, the proposed features are ro-
bust to real rotation of material surface. As the overall best method we suggest the combination
“3D RAR + m2(3D CAR-KL)” or its 2D counterpart if less training data are available. The size of
feature vectors was 352 and 304, for 3D and 2D versions, respectively.

In summary, improvements to the best alternative features were 7%, 22%, -3%, 9% for exper-
iments %1-CUReT, %1-ALOT, %2, %3, respectively. The proposed features performed only slightly
worse than LBP features on classification test OUTEX TC 00014 [28]. However, we argue that
although this test is focused on colour invariance, it is not suitable setup, because gray-scale images
disable exploitation of interspectral dependences, which are the key properties in illumination spec-
trum invariance. The performance on CUReT and ALOT datasets can be thoroughly examined in
Figs. 8, 9.
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Figure 8: Accuracy of material recognition [%] for CUReT and ALOT datasets, which contains ma-
terials under different viewpoint and illumination directions, plus illumination spectrum for ALOT.
The training images were randomly selected from the training set and the test images were clas-
sified using k-NN classifier, all averaged over 1000 repetitions. The proposed rotation invariant
features (purple and red line), which is combination of RAR model parameters and moment invari-
ants of CAR model parameters, outperformed alternative features for all numbers of training images
per material. The results are directly comparable with [3], where the best classification accuracy
monotonously decreased from 75% to 45% for MR8-LINC features on the CUReT and from 40% to
20% for MR8-NC features on the ALOT dataset.

Figure 9: Accuracy of material recognition [%] for the ALOT dataset [3], using 4 training samples
per material. On the left, the materials were sorted by their recognition accuracy. This graph
implies that the ALOT dataset includes some very easily recognisable materials as well as extremely
difficult ones. On the right, the recognition accuracy is grouped by camera position of test samples:
top (1-6), from side (7-12), see example images in Fig. 7. The classification accuracy for side viewed
images is approximately half of the accuracy for the images from top camera positions, or even worse
for LBP features. The reason is that training set do no include such extreme side viewed images
and the displayed features are not invariant to perspective projective transformation.
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5 Applications

The proposed textural features were applied in various fields, which range from decoration industry
to psychophysical studies and a medical application. The second, third, and fourth applications were
developed jointly with colleagues from Pattern recognition department and DAR research centre.

5.1 Content-based tile retrieval system

Firstly, we present the content-based tile retrieval system [X], which utilises the proposed colour
invariant textural features, supplemented with colour histograms and LBP features. This computer-
aided tile consulting system retrieves tiles from digital tile catalogues, so that the retrieved tiles
have as similar pattern and/or colours to the query tile as possible. Examples of query and retrieved
images are depicted in Fig. 10. The performance of the system was verified on a large commercial
tile database in a visual psychophysical experiment.

The system can be exploited in many ways: A user can take a photo of old tile lining and
find a suitable replacement of broken tiles from recent production. Or during browsing of digital
tile catalogues, the system can offer another tiles that “you may like” based on similar colours or
patterns, which could be integrated into an internet tile shop. Or tiles can be clustered according to
visual similarity and, consequently, digital catalogues can be browsed through the representatives of
visually similar groups. In all cases, the system benefits from its robustness to illumination changes
and possible noise degradation.

query similar colours similar texture

Figure 10: Examples of similar tiles retrieved by our system, which is available online at http:
//cbir.utia.cas.cz/tiles/. The query image, on the left, is followed by two images with similar
colours and texture. The images are from the internet tile shop http://sanita.cz .
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5.2 Illumination invariant unsupervised segmenter

The second application [VII] integrated the proposed colour invariants into the unsupervised texture
segmentation method [14, 26], which works with multispectral textures and unknown number of
classes. The performance of the presented method was tested on the large illumination invariant
benchmark from the Prague Segmentation Benchmark [15] using 21 frequently used segmentation
criteria and compared favourably with an alternative segmentation method.

Segmentation is the fundamental process of computer vision and its performance critically de-
termines results of many automated image analysis systems. The segmentation applications [26]
include: remote sensing, defect detection, mammography, and cultural heritage applications.

5.3 Psychophysical evaluation of texture degradation descriptors

In the third application [XI], the proposed textural features were successfully used as statistical
descriptors of subtle texture degradations. The features were markedly correlated with the psy-
chophysical measurements, employing gaze tracking, and therefore they can be used for automatic
detection of subtle texture changes on rendered surfaces in accordance with human vision. Such
degradation descriptors are beneficial for compression methods, where the compression parameters
have to be set so that the compression is efficient and visual appearance changes remain negligible.

More precisely, the performed experiments were targeted to compression of view- and illumination-
dependent textures, which depend on massive measured data of BTF and therefore their compression
is inevitable. The descriptors allow automatic tuning of compression parameters to a specific material
so that subsequent BTF based rendering methods can deliver realistic appearance of materials [10].

5.4 Texture analysis of the retinal nerve fiber layer in fundus images

Finally, the proposed textural features were applied [VIII] to analysis of images of retinal nerve fibers
(RNF) layer, whose texture changes indicate gradual loss of the RNF that it is one of glaucoma
symptoms. The early stage detection of RNF losses is desired since the glaucoma is the second most
frequent cause of permanent blindness in industrial developed countries.

We have shown that the proposed textural features can be used for discrimination between
healthy and glaucomatous tissue, with classification error slightly below 4%. Therefore the features
may be used as a part of feature vector in Glaucoma Risk Index, as described in [2] or in a screening
program.

6 Conclusions

We proposed several illumination invariant textural representations, which are based on the mod-
elling of local spatial relations. The texture characteristics are modelled by 2D/3D CAR or GMRF
models, which are special types from the Markovian model family and which allow a very efficient
estimation of their parameters, without the demanding Monte Carlo minimisation. We derived the
novel illumination invariants, which are invariant to brightness, illumination colour/spectrum and
which are simultaneously approximately invariant to local intensity changes. These illumination in-
variants were extended to be simultaneously illumination and rotation invariant. On top of that, the
experiments with the proposed invariant textural features showed their robustness to illumination
direction variations and to the image degradation with an additive Gaussian noise.

The experimental evaluation was performed on five different textural databases: Outex, Bonn
BTF, CUReT, ALOT, and KTH-TIPS2, which include images of real-world materials acquired at
various conditions. The experiments were designed to closely resemble real-life conditions and the
proposed features confirmed their ability to recognise materials in variable illumination conditions
and also different viewpoint directions. Our methods do not require any knowledge of acquisition
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conditions and the recognition is possible even with a single training image per material, if substantial
scale variation or perspective projection is not included. The proposed representation outperformed
other state of the art textural representations (among others opponent Gabor features, LBP, LBP-
HF, and MR8-LINC), only LBP features performed slightly better in two tests with small texture
samples. Although, LBP features are nowadays very popular and effective in many situations, they
turned out to be very sensitive to noise degradation and illumination direction variations.

The proposed methods for evaluation of textural similarity are also related to the human per-
ception of textures, according to the performed psychophysical experiments. They were either the
low level perception of texture degradations or the subjective ranking of tile similarity.

The presented applications include the content based tile retrieval system, which is able to find
tiles with similar textures or colours and, consequently, to ease browsing of digital catalogues. The
proposed invariants were also integrated into a segmentation algorithm, in order that computer
vision applications can analyse images regardless of illumination conditions. In computer graphics,
the features were used for texture degradation description, which opens utilisation in an optimisation
of texture compression methods. Last but not least, we applied our textural features in medical
imaging and presented their ability to recognise a glaucomatous tissue in retina images.

The results of the invariant texture retrieval or recognition can be reviewed online in our inter-
active demonstrations2 so as the presented tile retrieval system3.

Future research and applications

In the future, we are going to create a texture-based image representation, which will characterise
an image by the proposed invariant textural features. The features will be computed from homo-
geneous regions, which will be extracted by the introduced illumination invariant segmenter. This
would be an advantageous extension for current CBIR systems based on colours and SIFT features.
Moreover, already reasonable size of our feature vector will be further reduced by feature selection
methods [XIII].

We expect that the presented results can be applied in specialised CBIR systems concerning
narrow domain images, e.g. medical images or decoration industry, similarly as the presented tile
retrieval system. Other possible applications include area of computer vision, since analysis of real
scenes inevitably includes description of textures under various light conditions.

A long therm objective is a retrieval from a large medical database, where the texture analysis
methods can be successfully exploited. Particularly, we intend to study dermatological images, which
would create an online automated dermatology consulting system provided that we will have access
to relevant medical images.

2http://cbir.utia.cas.cz, http://cbir.utia.cas.cz/rotinv/
3http://cbir.utia.cas.cz/tiles/
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[VIII] R. Kolář and P. Vacha. Texture analysis of the retinal nerve fiber layer in fundus images via
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